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Abstract

One of the challenges in weak gravitational lensing by galaxies and clusters is to infer the
projected mass density distribution from the observable image ellipticities, which is known as
inversion problem. In this thesis we derive a new inversion algorithm for weak gravitational
lensing to reconstruct the deflection field out of the reduced shear, which is in principle observ-
able from the image ellipticities. We propose both an algorithm for the planar case, i.e. for
fields for which the flat sky approximation can be assumed, and an algorithm for the general
(curved) case, i.e. for fields, where the curvature cannot be neglected and the flat-sky approx-
imation loses its validity. Using a complex formalism we show that for the planar case the
lens mapping is a quasi-conformal mapping with Beltrami coefficient given by the negative of
the reduced shear. Our proposed algorithm then computes this quasi-conformal mapping with
a finite element approach via a reduction to two elliptic PDEs. By introducing notions from
quasi-conformal geometry like the Beltrami differential we generalize our inversion algorithm
to curved fields by trying to describe the lens mapping as quasi-conformal mapping between
appropriate Riemann surfaces. The lens mapping can then be computed with methods from
computational quasi-conformal geometry. To the best of our knowledge, this is the first work
which combines methods from quasi-conformal geometry with weak lensing in order to construct
new inversion algorithms. We implemented and tested our proposed algorithm for planar fields
with different source and lens configurations and compared it to the well-known KS 93 algorithm
and its extension to the non-linear regime. However, the implementation of the algorithm for
curved fields could not be done and will be the subject of further work.

Zusammenfassung

Eine der Herausforderungen beim schwachen Gravitationslinseneffekt durch Galaxien und Galax-
ienhaufen besteht darin, die projizierte Massendichteverteilung aus den beobachtbaren Bildel-
liptizitäten abzuleiten, was als Inversionsproblem bekannt ist. In dieser Arbeit leiten wir einen
neuen Inversionsalgorithmus für den schwachen Gravitationslinseneffekt her, um das Ablenk-
winkelfeld aus der reduzierten Scherung zu rekonstruieren, die man aus den Bildelliptizitäten
erhält. Wir schlagen sowohl einen Algorithmus für den ebenen Fall vor, d.h. für Felder, für
die die flache Himmelsapproximation angenommen werden kann, als auch einen Algorithmus
für den allgemeinen (gekrümmten) Fall, d.h. für Felder, bei denen die Krümmung nicht ver-
nachlässigt werden kann und die flache Himmelsapproximation ihre Gültigkeit verliert. Mit
Hilfe eines komplexen Formalismus zeigen wir, dass die Linsengleichung im ebenen Fall eine
quasi-konforme Abbildung ist, deren Beltrami-Koeffizient der negativen reduzierten Scherung
entspricht. Der von uns vorgeschlagene Algorithmus berechnet dann diese quasi-konforme Ab-
bildung durch eine Reduktion auf elliptische PDEs mit einem Finite-Elemente-Ansatz. Durch
die Einführung von Begriffen aus der quasi-konformen Geometrie wie dem Beltrami-Differential
verallgemeinern wir den Inversionsalgorithmus auf den gekrümmten Fall, indem wir versuchen,
die Linsengleichung als quasi-konforme Abbildung zwischen geeigneten Riemannschen Flächen
zu beschreiben. Das Ablenkwinkelfeld kann dann mit Methoden der rechnergestützten quasi-
konformen Geometrie berechnet werden. Soweit wir wissen, ist dies die erste Arbeit, die Metho-
den aus der quasi-konformen Geometrie mit dem schwachen Gravitationslinseneffekt kombiniert,
um neue Inversionsalgorithmen zu konstruieren. Wir haben den von uns vorgeschlagenen Al-
gorithmus für planare Felder implementiert, ihn mit verschiedenen Quellen- und Linsenkonfig-
urationen getestet und mit dem bekannten KS 93 Algorithmus und seiner Erweiterung für den
nichtlinearen Bereich verglichen. Die Implementierung des Algorithmus für gekrümmte Felder
konnte jedoch nicht durchgeführt werden und wird Gegenstand weiterer Arbeiten sein.
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1 Introduction

Einstein’s theory of relativity predicts that matter (energy density) bends space time. Since light rays
follow zero geodesics in space-time, any electromagnetic radiation sent out by a source is deflected. This
process is known as gravitational lensing, and many important results for cosmology have come from
exploiting this effect. In many cases gravitational lensing can be described analogously to the deflection
of light by optical lenses. Thus, one speaks of sources, lenses, and images in analogy to ray optics.
Gravitational lensing can be divided into three regimes: strong lensing, weak lensing and microlensing.
The distinction between these regimes depends on the positions of the source, the lens and the observer
as well as on the mass and the mass distribution of the lens. In this work we will deal with weak lensing.

1.1 Basics of Weak Lensing

In the case of weak lensing, light rays are only weakly deflected. Each point in the image plane corre-
sponds to exactly one point in the source plane. There are no multiple images. Nevertheless, the source
can be distorted: It can be both stretched (shear) and magnified (convergence). If the size and shape of all
sources are known, one can use shear and convergence to infer the properties of the lens. However, one
usually does not know these intrinsic properties, but has information about the average properties of the
source. These statistics can then be used to obtain information about the lens. Weak lensing can thus be
viewed as a statistical measurement that allows one to measure the mass distribution of the lens without
making assumptions about its composition or dynamical state. That is the reason why weak lensing has
become extremly important recently, in order to make statements about the distribution of dark matter
in the universe. Following Umetsu [2020] and Meneghetti [2021] we give a short introduction into the
basic concepts of weak lensing.

1.1.1 Lens Equation

We consider the following situation illustrated in figure 1.

Figure 1: Illustration of a typical lens system, figure from Umetsu [2020]

A far-distant source (S) is located at the position η in the source plane. It sends out a light ray, which
propagates to an observer (O). On its way to (O) it passes the position ξ in the lens plane (L), in which
the light is deflected by a beding angle α̂. The source and lens planes are defined as planes perpendicular
to the optical axis at the distance of the source and the lens, respectively. With DL, DS and DLS we
denote the angular diameter distances between (O) and (L), (O) and (S), and (L) and (S), respectively.
Furthermore, β denotes the angle between the optical axis and the unlensed source (S), and θ the angle
between optical axis and image (I). With that we can derive the following geometrical relation from
figure 1:

η =
DS

DL
ξ + DLS α̂(ξ). (1.1.1)
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Using β = η/DS and θ = ξ/DL we can translate this equation into

β = θ +
DLS

DS
α̂ = θ + α(θ), (1.1.2)

with the reduced bending angle, or deflection field

α(θ) = (DLS /DS )α̂. (1.1.3)

Equation 1.1.2 is referred to as the lens equation, or the ray-tracing equation.

1.1.2 Deflection Field and Lensing Potential

The lensing equation 1.1.2 describes a simple relation between the true position β of an object and the
apparent position θ as perceived by an observer due to lensing. Knowledge of the deflection angle α is
therefore sufficient to determine the true position of an object. The exact expression for α depends on
the physical framework in which the lensing is considered. For instance, in a Schwartzschild metric for
the Newtonian limit case, the deflection field is given by the gravitational potential Φ:

α = ∇θ
2
c2

∫ ∞

−∞

DLDLS

DS
Φ(DLθ, z)dz = ∇θΨ. (1.1.4)

Ψ denotes the lensing potential given by

Ψ =
2
c2

∫ ∞

−∞

DLDLS

DS
Φ(DLθ, z)dz. (1.1.5)

The deflection field can therefore be expressed as gradient of a potential in the direction of the vector θ.
It is also possible to derive the cosmological versions of equations 1.1.4 and 1.1.5, e.g. for lensing by
large scale structures.

1.1.3 Convergence and Shear

We introduce local Cartesian coordinates θ = (θ1, θ2) centered on a certain reference point in the image
plane. The Jacobian matrix of the lens mapping,

A(θ) :=
∂β

∂θ
=

(
1 − Ψ11 −Ψ12
−Ψ12 1 − Ψ22

)
(1.1.6)

describes the local properties of lensing. We have used the notation Ψi, j := ∂2Ψ/∂θi∂θ j (i, j = 1, 2).
Alternatively, the components of the Jacobian matrix can be written asAi j = δi j −Ψi j, where δi j denotes
the Kronecker delta in two dimensions. It is convenient to decomposeA by means of the Pauli matrices
σa (a = 1, 2, 3) as

A = (1 − κ)I − γ1σ3 − γ2σ1. (1.1.7)

κ is called convergence and defined as one half of the Laplacian of Ψ:

κ :=
1
2

(Ψ11 + Ψ22) =
1
2

∆Ψ, (1.1.8)

with ∆ = ∇2
θ . γ1 and γ2 are the two components of the shear γ, which can be considered as a complex

quantity γ(θ) := γ1(θ) + iγ2(θ). Like κ, γ1 and γ2 are linear combinations of the second order derivatives
of Ψ:

γ1 :=
1
2

(Ψ11 − Ψ22) , (1.1.9)

γ2 :=
1
2

(Ψ12 + Ψ21) = Ψ12. (1.1.10)
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Equation 1.1.8 can be regared as a two-dimensional Poisson equation,

∆Ψ(θ) = 2κ(θ) (1.1.11)

with inhomogeneity equals 2κ. Often one assumes that the field size is (hypothetical) infinite, i.e. it is
sufficiently larger than the characteristic angular scale of the lensing cluster, but small enough for the
flat-sky assumption to be valid. Then, the Green function becomes ∆−1(θ, θ′) = ln|θ, θ′|/(2π), which
yields Ψ as convolution of ∆−1 with 2κ:

Ψ(θ) =
1
π

∫
ln(θ − θ′)κ(θ′)d2θ′. (1.1.12)

Using these new quantities, we can expressA as:

A(θ) =

(
1 − κ − γ1 −γ2
−γ2 1 − κ + γ1

)
. (1.1.13)

This gives us the expression det(A) = (1 − κ)2 − |γ|2, which becomes important when defining the
magnficiation in subsection 1.1.4. We want to understand the physical interpretation of κ and γ: With
A−1 we can describe the deformation of an infinitesimal circular source (dβ → 0). In the weak lensing
limit (|κ|, |γ| � 1) we obtain

(A−1)i j ' (1 + κ)δi j + Γi j (i, j = 1, 2). (1.1.14)

Γi j is the matrix defined by (Bartelmann and Schneider [2001], Crittenden et al. [2002]):

Γi j =

(
∂i∂ j − δi j

1
2

∆

)
Ψ(θ) = (σ3γ1 + σ1γ2)i j, (1.1.15)

with ∂i := ∂/∂θi. Equation 1.1.14 allows now an interpretation of convergence and shear: The first term
describes the isotropic light focussing or area distortion in the weak lensing limit, while the second term
induces an asymmetry in the lens mapping. The shear γ thus is responsible for the image distortions. In
the weak lensing limit it is directly observable from the image ellipticities of background galaxies. The
effects of κ and γ are illustrated in figure 2.

Figure 2: Illustration of the effects of κ and γ on the angular shape and size of a hypotetical circular
source, figure from Meneghetti [2021]

1.1.4 Magnification

Gravitational lensing preserves the surface brightness of a background source, since photons are only
deflected by gravitational lensing and are neither created nor destroyed by this effect. This is a conse-
quence of Liouville’s theorem. As the size of the source is not conserved, gravitational lensing either
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magnifies or demagnifies the source. The magnification ν is given through the ratio between the lensed
to the unlensed image solid angle as

ν(θ) =
δΩI

∂ΩS = 1/det(A) =
1

[1 − κ(θ))]2 − |γ(θ))|2
. (1.1.16)

We have used ν here for the magnifiaction instead of µ, which is common in the literature, because
we will use µ later to denote a quantity called Beltrami-coefficient that is essential for quasi-conformal
mappings. In the weak lensing limit (|κ|, |γ| � 1), det(A) ' 1 − 2κ and ν can be approximated to the first
order by

ν(θ) ' 1 + 2κ(θ). (1.1.17)

Thus, for an example value of κ(θ) = 0.1 the magnitude change is ∆m = −(5/2)log10(ν) ∼ −0.2.

1.1.5 Strong- and Weak Lensing Regimes

The matrix A(θ) is symmetric. Thus, it can be diagonalized with eigenvalues Λ±(θ) at each image
position θ:

Λ± = 1 − κ ± |γ|. (1.1.18)

Images with detA(θ) > 0 have the same parity as the source, while those with detA(θ) < 0 have the
opposite parity of the source. A closed curve in the image plane defined by detA(θ) = 0 is called critical
curve, since on it the lensing magnification formally diverges. The preimage of a critical curve under
the lens mapping is referred to as caustic. Thus, the image plane is seperated into even- and odd-parity
regions by the critical curves.

The eigenvalues allow us to distinguish between strong and weak lensing regimes: As already seen
above, the lens mapping transforms an infinitesimal circular source to an ellipse. For κ < 1 this ellipse
has a minor-to-major axis ratio of |Λ−/Λ+| ≤ 1 and of |Λ+/Λ−| ≥ 1 for κ > 1. If a lens system has
a region with κ(θ) > 1, it is called supercritical and can produce multiple images for certain source
positions β. However, being supercritical is a sufficient but not a necessary condition for a general lens
to produce multiple images, because the shear can also contribute. Nevertheless, this provides us with a
simple criterion to broadly distinguish the regimes of multiple and single imaging. Keeping this in mind,
we refer to the region where κ(θ) & 1 as the strong-lensing regime and the region where κ(θ) � 1 as the
weak-lensing regime.

1.1.6 Mass-Sheet Degeneracy

The shear γ is in general not observable. Instead, we can observe a quantity called reduced shear:

g(θ) :=
γ(θ)

1 − κ(θ)
=

γ1(θ)
1 − κ(θ)

+ i
γ2(θ)

1 − κ(θ)
. (1.1.19)

For the subcritical regime where detA > 0 we can observe g directly, whereas for negative-parity regions
with detA < 0 the quantity 1/g∗ is observable. From the definition we see that g remains invariant under
the transformation

κ(θ)→ λκ(θ) + 1 − λ, γ(θ)→ λγ(θ). (1.1.20)

Substantially, the mass-sheet degeneracy is based on the fact that the size and ellipticity of an image are
independent of each other. Thus, the Jacobian matrixA can be multiplied by the factor λ (λ , 0) leaving
the ellipticity invariant.
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1.1.7 Breaking the mass-sheet degeneracy:

Simplified, the mass-sheet degeneracy results from having only measured the two quantities g1 := Re(g)
and g2 := Im(g), but trying to infer three quantities κ, γ1 and γ2. Another independently measured quan-
tity is therefore required. Often one chooses the magnification, since µ has a different behaviour under
the transformation 1.1.20: It scales with λ−2. This was first recognized by Broadhurst et al. [1995]. The
magnification can be obtained by comparing the sizes of galaxies in cluster fields with those of galaxies
of equal surface brightness in empty fields. Alternatively, ν can be obtained from the changes in the
number density of galaxies.

1.2 Weak Lensing by Galaxies and Clusters

Weak gravitational lensing of background galaxies provides a direct probe of the projected matter distri-
bution in and around galaxy clusters. Although it is an intrinsically statistical measurement, it provides a
way to measure the distribution without requiring assumptions about the composition or dynamical state
of the galaxies. Again we follow Umetsu [2020] and Meneghetti [2021] to introduce the most important
concepts.

1.2.1 Basic Principle

The basic idea of weak lensing is to measure the ellipticities of the lensed images and to infer the mass
distribution of the lenses. This is possible for two reasons: First, because the mass distribution can be
related to the convergence κ and accordingly the shear γ to the ellipticities. And second, because both κ
and γ are linear combinations of second derivatives of the lensing potential Ψ.

1.2.2 Ellipticity Measurements

By determining the surface brightness distribution of the image, the ellipticities of the images can be
infered. If we consider an elliptical image, the first moment θ0 of the surface brightness I(θ)

θ0 =

∫
I(θ)θd2θ∫
I(θ)d2θ

(1.2.1)

defines the image centroid. By computing the second moments for (i, j) ∈ {1, 2}

Qi j =

∫
I(θ)(θi − θ0,i)(θ j − θ0, j)d2θ∫

I(θ)d2θ
, (1.2.2)

we obtain the 2 × 2 quadrupole tensor Q of the distribution I(θ). Since Q is a symmetric tensor, it can be
diagonalized with eigenvectors λ+ and λ− given by

λ+ =
1
2

(
Q11 + Q22 +

√
(Q11 − Q22)2 + 4Q2

12

)
, (1.2.3)

λ− =
1
2

(
Q11 + Q22 −

√
(Q11 − Q22)2 + 4Q2

12

)
. (1.2.4)

These eigenvectors define the principle axes of I(θ) and the major and minor axes a and b of the ellipse,
which describes the image, are just oriented as the principle axes of Q. In particular, it holds:

λ+ = 1/a2, (1.2.5)

λ− = 1/b2. (1.2.6)
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This allows us to express the absolute value of the ellipticity

|ε | =

√
(Q11 − Q22)2 + 4Q2

12

Q11 + Q22 + 2
√

Q11Q22 − Q12
, (1.2.7)

and the components of the ellipticity

ε1 =
Q11 − Q22

Q11 + Q22 + 2
√

Q11Q22 − Q12
, (1.2.8)

ε2 =
2Q12

Q11 + Q22 + 2
√

Q11Q22 − Q12
, (1.2.9)

in terms of the elements of Q. From the position angle, i.e. the angle between the x-axis and the major
axis a, we obtain the shear direction φ = arg(γ) as

tan(2φ) =
ε2

ε1
=

2Q12

Q11 − Q22
. (1.2.10)

So we see that we get all the relevant quantities from the elements of the tensor Q. In practice, the
integrals for the Qi j in equation 1.2.2 must be replaced by finite sums over the individual image pixels.
In addition, noise in real astronomical images affects shape measurements at a low surface brightness.
By defining a brightness level Ith, one can counteract this problem by considering only pixels with a
brightness above Ith in the summation.

Under the assumption of a random orientation of the source galaxies, i.e. 〈εS 〉 = 0, we can establish a
correspondence between the measured ellipticities and the reduced shear field:

〈ε〉 =

g for |g| ≤ 1
1/g∗ for |g| > 1

. (1.2.11)

In this case the reduced shear g corresponds to the expectation value of the observed complex ellipticity.
In particular, g is an observable!

1.2.3 KS 93 Algorithm

We finally want to give a short summary of the Kaiser & Squires inversion algorithm, which belongs to
the class of free-form methods. In 1993, Kaiser & Squires developed a algorithm for reconstruction con-
vergence maps or mass maps, respecively, from the observed weak lensing shear. This algorithm is today
widely known as the KS 93 algorithm. Since the shear and convergence are both linear combinations of
the second-order derivatives of the lensing potential, we obtain in Fourier space

κ̃ = −
1
2

(k2
1 + k2

2) Ψ̃ (1.2.12)

γ̃1 = −
1
2

(k2
1 − k2

2) Ψ̃ (1.2.13)

γ̃2 = −k1k2Ψ̃, (1.2.14)

where ·̃ denotes the Fourier transform of the corresponding quantity and k1, k2 the elements of the wave
vector k with norm square k2 = k2

1 + k2
2. With the three independent equations, we can now eliminate Ψ

and express γ as a function of κ: (
γ̃1
γ̃2

)
= k−2

(
k2

1 − k2
2

2k1k2

)
κ̃. = Aκ̃. (1.2.15)
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Here we introduced the operator

A := k−2
(
k2

1 − k2
2

2k1k2

)
, (1.2.16)

which transforms the convergence to the shear vector in Fourier space. Using that A is idempotent

AAT = 0, (1.2.17)

we can invert equation 1.2.15 and obtain κ in dependence of γ:

κ̃ = AT
(
γ̃1
γ̃2

)
. (1.2.18)

We transform this relation back to real space by taking the inverse Fourier transform

κ(θ) − κ0 =
1
π

∫
R2

[
D1(θ − θ′)γ1(θ′) + D2(θ − θ′)γ2(θ′)

]
d2θ′ (1.2.19)

where κ0 is an additive constant and D1 and D2 are appropriate kernel functions given by

D1(θ1, θ2) =
θ2

2 − θ
2
1

θ4 , (1.2.20)

D2(θ1, θ2) =
2θ1θ2

θ4 . (1.2.21)

Note that equation 1.2.19 is a convolution integral, since equation 1.2.18 is a product in Fourier space.
By defining the complex kernel function

D(θ) = D1(θ) + iD2(θ), (1.2.22)

we can write equation 1.2.19 as

κ(θ) − κ0 =
1
π

∫
R2

Re[D∗(θ − θ′)γ(θ′)]d2θ′. (1.2.23)

As mentioned by Seitz and Schneider [1995], under the assumption of vanishing shear at infinity partial
integration yields

κ(θ) =
1
π

∫
R2

HKS (θ′, θ) ·
(
γ1,1(θ′) + γ2,2(θ′)
γ2,1(θ′) − γ1,2(θ′)

)
d2θ′, (1.2.24)

with

HKS (θ′, θ) =
1

2π
θ − θ′

|θ − θ′|2
= ∇θ′

(
−

1
2π

ln |θ − θ′|
)
. (1.2.25)

This means that in this limit the surface mass density is obtained by convolving the deflection angle field
of a point mass with the first derivatives of the shear field.

In chapter 3 we will compare the KS 93 algoithm with our proposed inversion algorithm theoretically
and in chapter 4 also numerically.
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2 Theoretical Formalism

Here, following Straumann [1997] we first use Wirtinger calculus to transform the basic lensing equa-
tions into a complex formulation. In particular, we will see that weak lensing corresponds to quasi-
conformal mappings. To illustrate the usefulness of this complex formalism, we give some applications
again following Straumann [1997]. We then review the foundations of quasi-conformal geometry, es-
pecially existence and uniquess results of planar quasi-conformal mappings as well as quasi-conformal
mappings between Riemann surfaces. Advanced topics of quasi-conformal geometry like Teichmüller
theory Hubbard [2016] or the connection between quasi-conformal and hyperbolic geometry Bourdon
and Pajot [2002] are not treated, because they are not relevant for our study of weak lensing. Last in
this chapter we deal with the question of how to compute quasi-conformal mappings between general
Riemann surfaces numerically.

2.1 Complex Formalism of Weak Lensing

Wirtinger Calculus: By identifying C with R2, we can write z ∈ C as z = x + iy for x, y ∈ R. Let U
be an open subset of C. The two 1-forms dz = dx + idy and dz = dx − idy form a corresponding basis
of the cotangent space of all points in U (TzU � C for all z ∈ U). By defining the so called Wirtinger
derivatives

∂z =
∂

∂z
:=

1
2

(
∂

∂x
− i

∂

∂y

)
, ∂z =

∂

∂z
:=

1
2

(
∂

∂x
+ i

∂

∂y

)
, (2.1.1)

we are able to represent the differential of any smooth complex function f on U as

d f =
∂ f
∂z

dz +
∂ f
∂z

dz. (2.1.2)

Let us write shortly fz and fz for ∂z f and ∂z f , respectively, and denote with D(U) the C-algebra of all
functions f : U → C, which are infinitely often differentiable according to the real coordinates x and
y. Then, according to the Cauchy-Riemann differential equations the vector space O(U) of holomorphic
functions on U is equal to the kernel of the mapping ∂z : D(U) → D(U) (cf. Forster [2012]). With the
Wirtinger derivatives the Laplacian can be expressed as

∆ = 4∂z∂z. (2.1.3)

Differential of the Lens Mapping: By applying this formalism to our basic lens equation β : R2 →

R2, θ 7→ β(θ) in equation 1.1.2, β can be written as the complex function

f : C→ C, z 7→ f (z) = z − 2∂zΨ = ∂z(zz − 2Ψ). (2.1.4)

Using 2.1.3 and 2.1.4 the Poisson equation 1.1.11 becomes

2∂z∂zΨ = κ, (2.1.5)

and similar for the shear, if we take into account the definition of the complex shear vector:

∂2
z Ψ =

1
4

(∂2
1 − ∂2

2)Ψ +
i
2
∂1∂2Ψ =

1
2

(γ1 + iγ2) =
1
2
γ. (2.1.6)

With 2.1.4, 2.1.5 and 2.1.6 we can now determine the differental 2.1.2 of f :

d f = ∂z f dz + ∂z f dz = (1 − κ)dz − 2∂2
z Ψdz = (1 − κ)dz − γdz. (2.1.7)

Beltrami Equation and Quasi-Conformal Mappings: We say that a function f : Ω1 → Ω2, which we
assume to be at least continuously partial differentiable, between two domains Ω1 and Ω2 of the complex
plane fullfills the Beltrami equation, if

fz = µ fz (2.1.8)
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holds on Ω1, where µ is a complex-valued function on Ω1 and Lebesgue measurable. µ is called the
dilatation or Beltrami coefficient of f and contains all information about the conformality of f . The
Beltrami equation plays a crucial role in the theory of quasi-conformal mappings: f is said to be quasi-
conformal (q.c.) if it fullfills the Beltrami equation 2.1.8 and

||µ||∞ = esssup
x∈U

|µ(x)| ≤ k < 1 (2.1.9)

holds for some k ∈ R. Considering the Jacobian J f of f given by

J f = | fz|2 − | fz|2 = | fz|2(1 − |µ|2). (2.1.10)

It is clear that f is q.c. if it fullfills the Beltrami equation and preserves orientation (J f > 0). Fur-
thermore, µ ≡ 0 if and only if f is conformal. Thus, q.c. mappings are a generalization of conformal
mapppings. As we see in the following subsection about geometric interpretation, q.c. mappings are
essential the homeomorphisms, which map infinitesimal circles to ellipses of bounded eccentricity (cf.
Lui et al. [2013a]).

Lens Mapping is Quasi-Conformal: We have already computed the differential of the complexified
lens mapping f in 2.1.7. By comparing 2.1.2 with 2.1.7, we easily obtain the Beltrami coefficient of the
lens mapping

µ =
fz
fz

= −
γ

1 − κ
= −g (2.1.11)

as the negative of the reduced shear. For weak lensing, the lens mapping does not only fullfill the Bel-
trami equation, but also condition is satisfied due to ||g|| ≤ k < 1 for some k ∈ R. Otherwise, the Jacobian
J f would become singular and we would find ourselves in the case of multiple images and strong lensing.
In particular, in many use cases of weak lensing even ||κ||, ||γ|| � 1, which gives us ||g|| ≈ ||γ|| � 1. Thus,
in case of weak lensing the lens mapping f is q.c.. As we in section 2.3 about analytic properties of
planar q.c. mappings the lens mapping f is uniquely determined by the negative of the reduced shear as
Beltrami coefficient and some appropriate boundary conditions.

As examples for lens mappings and its corresponding Beltrami coefficients we consider two important
examples of lenses as proposed by Straumann [1997]: The Schwarzschild and the singular isothermal
lens. For the first lens we obtain

f (z) = z −
1
z
, µ =

1

z2 ; (2.1.12)

and for the latter

f (z) = z −
z
|z|
, µ =

z2

2|z|3 − |z|2
. (2.1.13)

In chapter 4 these two examples for |z| large enough are also treated numerically to show the validity of
our proposed algorithm.

Geometric Interpretation: Let us have a look on the geometric interpretation of being q.c. by consid-
ering an infinitesimal ellipse field that is constructed in the following way: As shown in figure 3, we
assign each point z ∈ U an infinitesimal circle that is mapped by f to a infinitesimal ellipse of bounded
eccentricity

K f (z) :=
| fz| + | fz|
| fz| − | fz|

=
1 + |µ(z)|
1 − |µ(z)|

. (2.1.14)

K f (z) is called dilatation of f at z. By taking the (essential) supremum over all points in U we obtain
the notion of the dilatation of f

K f := esssup
z∈U

K( f , z) =
1 + ||µ||∞
1 − ||µ||∞

, (2.1.15)
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Figure 3: Geometric interpretation of quasi-conformal mappings, figure from Lui et al. [2013a]

which is well-defined for a q.c. mapping since 1 − ||µ||∞ ≥ 1 − k > 0. The argument of the major axis
a = 1 + |µ(z)| of this infinitesimal ellipse can also expressed in terms of the Beltrami coefficient by

arg(1 + |µ(z)|) = arg(µ(z))/2. (2.1.16)

A derivation of the equations 2.1.14 - 2.1.16 is provided in chapter 2.4.2. Geometrically this means that
there is a fixed bound in the stretching for f in any given direction compared to any other direction.
Solving the Beltrami equation 2.1.8 is then equivalent to find a function f whose associated ellipse field
(with bounded eccentricity) coincides with the prescribed Beltrami coefficient field µ. We shall see that
this is just the inversion problem in gravitational lensing, where the negative of the reduced shear g plays
the role of µ.

2.2 Analytical Applications of Complex Formalism

Following Straumann [1997], we want to show that this complex formalism is useful to derive some well-
known results from gravitational lensing in a simpler and more natural way. The numerical advantages
of considering the lens mapping f as q.c. mapping have not yet been investigated by other authors and
are treated later in chapter 3 and 4.

2.2.1 Integral Expression for the Deflection Field

From the previous section we know that f is not holomorphic unless g ≡ 0. In particular, Cauchy’s
integral formula for holomorphic functions does not hold. Instead, we obtain a weaker statement called
Cauchy-Pompeiu’s formula: Let Ω ⊂ C be a compact subset with smooth boundary ∂Ω. Due to Stokes’
theorem applied to the complex plane it holds for every complex differential form ω∫

Ω

dω =

∫
∂Ω

ω. (2.2.1)

If we consider the differential form
ω = f

dz
z − ζ

, (2.2.2)

we can apply equation 2.2.1 for Ω minus an ε-disk centered around ξ. ε → 0 then yields the so-called
Cauchy-Pompeiu’s formula

f (ξ) =
1

2πi

∫
∂Ω

f (z)
z − ζ

dz +
1

2πi

∫
Ω

fz(z)
z − ζ

dz ∧ dz. (2.2.3)

The ∧-product can be expressed as dz ∧ dz = −2idx ∧ dy. In case f is holomorphic the last integral
vanishes and one just obtains Cauchy’s formula.
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2.2.2 Number of Images of a Regular Lens

Under the assumption, that the source does not lie on a caustic, the odd number theorem of strong lensing
states that for a regular lens the number of images must always be odd. It is a well-known theorem lying
on the intersection between gravitational lensing and differential topology, i.e. the standard proof uses
Morse theory. As Straumann [1997] has shown, the result can also be obtained by means of elementary
complex analysis using the above formalism. We briefly sketch the proof here.

The winding number (or index) of a closed curve γ with respect to a point z0 ∈ C; a < γ is defined by

indγ(z0) = N(γ, z0) :=
1

2πi

∫
γ

dz
z − z0

. (2.2.4)

It is invariant under homotopies and always an integer. We consider a point w0 in the source plane that
is multiple lensed. Denote with f −1(w0) = {z1, . . . , zN} the multiple images of w0 in the lens plane and
define the complex 1-form ω by

ω =
1

2πi
d f

f − w0
. (2.2.5)

Then ω is regular on C \
N⋃

j=1
Dε(z j), where Dε(z j) denotes a closed disk of radius ε centered around z j.

Since dω = 0, i.e. ω is closed, it follows

1
2πi

∫
∂DR(0)

d f
f − ω0

=

N∑
j=1

1
2πi

∫
∂Dε (z j)

d f
f − w0

. (2.2.6)

Here, R was chosen so large that all circular disks Dε(z j) are contained in DR(0). In the limit |z| → ∞ the
lens mapping becomes the identity and we obtain

1
2πi

∫
∂DR(0)

d f
f − w0

= 1 (2.2.7)

for R sufficiently large. Due to the transformation formula of integration we have for a closed curve γ

1
2πi

∫
γ

d f
f − w0

=
1

2πi

∫
f◦γ

dw
w − w0

= ind f◦γ(w0). (2.2.8)

Together with 2.2.6 and 2.2.7 this yields

1 =

N∑
j=1

ind f◦∂Dε (z j)(w0) = n1 − n−1 + 2(n2 − n−2) + . . . . (2.2.9)

ni denotes the number of the z j with index equal to i. Consider now the case when w0 does not lie on a
caustic. Then, J f (z j) , 0 and ni = ±1, depending on whether f is orientation preserving or reversing at
z j. This gives us

N = n1 + n−1, 1 = n1 − n−1 ⇒ N = 1 + 2n−1. (2.2.10)

Since N is always odd, equation 2.2.10 is just the statement of the odd number theorem.

2.2.3 Relations between Mean Convergence and Reduced Shear

The complex formulation of the lens mapping allows us also to derive the common relations between
reduced shear, which is in principle observable, and the convergence κ, from which we can infer the
surface mass density. The idea is to apply the operators ∂z and ∂z to the coefficients of the differential
in 2.1.7. As we have seen for the KS 93 algorithm, it is natural to first establish a relation between
convergence and shear. We start with

γ = −∂z f = 2∂2
z Ψ. (2.2.11)
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Following our idea we apply the ∂z-operator to this equation and obtain

∂zγ = 2∂z(∂z∂zΨ) = ∂zκ. (2.2.12)

If one takes ∂γ as inhomengenity, this is just an inhomogeneous Cauchy-Riemann equation for κ. In case
∂zγ is smooth and has compact support, Cauchy-Pompeiu’s formula 2.2.3 provides the solution

κ(z0) =
1

2πi

∫
C

∂zγ(z)
z − z0

dz ∧ dz. (2.2.13)

The solution is not unique, since κ is only determined up to an additive holomorphic function and unique
up to an additive constant if κ is bounded (Liouville’s theorem). We state that (πz)−1 is the fundamental
solution of the Cauchy-Riemann differential operator ∂z, i.e.

1
π
∂z

(
1
z

)
= δD, (2.2.14)

where δD denotes the Dirac delta distribution: For the proof of this statement let φ ∈ C∞c (C) be a smooth
test function with compact support. Then it holds:〈

∂

∂z
1
πz
, φ

〉
= −

1
2πi

∫
C

1
z
∂

∂z
φ(z)dz ∧ dz = −lim

ε→0

1
2πi

∫
C\Bε

(
1
z
∂

∂z
φ(z) + φ(z)

∂

∂z
1
z

)
dz ∧ dz

= −lim
ε→0

1
2πi

∫
C\Bε

∂

∂z
φ(z)

z
dz ∧ dz = lim

ε→0

1
2πi

∫
R2\Bε

(
i
∂

∂x
φ(x + iy)

x + iy
−
∂

∂y
φ(x + iy)

x + iy

)
dxdy

= lim
ε→0

1
2πi

∫
∂Bε

(
φ(x + iy)

x + iy
dx + i

φ(x + iy)
x + iy

dy
)

= lim
ε→0

1
2πi

∫
∂Bε

φ(z)
z

dz

= φ(0). (2.2.15)

This is just the defining property of the Dirac delta distribution. Using the fundamental solution of ∂z,
we can express κ as convolution of the fundamental solution with the inhomogeneous part ∂zγ:

κ(z) =
1
π

(
1
z

)
∗ ∂zγ + κ0 =

1
π
∂z

(
1
z

)
∗ γ + κ0 = −

1
π

1
z2 ∗ γ + κ0 = −

1
π

∫
C

1
w2γ(z − w)dw + κ0. (2.2.16)

As mentioned by Straumann [1997] and proven by Forster [2012] a special case of the Dolbeault lemma
implies that we can drop the assumption of the compact support of ∂zγ for the validity of this relation.
The constant term κ0 has also a physical interpretation, namely the mass sheet degeneracy. Since a
homogenous mass sheet does not produce any shear, we have to add this constant term to κ. Equation
2.2.16 is just the standard KS 93 inversion algorithm (cf. equation 1.2.19). We can replace γ by g and
obtain

κ = −
1
π

1
z2 ∗ (g(1 − κ)) + κ0, (2.2.17)

which is the extension of the KS 93 algorithm to the non-linear regime (cf. equation 3.1.71). In the same
way we can derive the well-known relation of γ in dependence of κ. By using the fundamental solution
G of the two dimensional Laplace operator given by

G =
1

2π
ln|z| =

1
4π

ln(zz), (2.2.18)

we obtain from equation 2.1.5 and 2.1.6

γ = −
1
π

1
z2 ∗ κ. (2.2.19)

We apply the differential operator ∂z a second time to γ and obtain

∂z∂zκ = ∂2
zγ. (2.2.20)
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This gives us using the complex representation of the Laplace operator in equation 2.1.3

∆κ = 4∂2
z (g(1 − κ)). (2.2.21)

Again, we could use this result to derive the KS 93 relation between convergence and shear in equation
1.2.19. However, we still want to look at the mass sheet degeneracy in this formalism. Therefore, we
write equation 2.2.12 in the following manner:

∂zκ = ∂z(g(1 − κ)) = (1 − κ)∂g − g∂κ. (2.2.22)

By defining K := ln(1 − κ) this simplifies to

∂zK − g∂K = ∂g. (2.2.23)

We add to this its complex conjugate, which yields

∂zK = h(g), (2.2.24)

where
h(g) = (1 − |g|)−1(∂g + g∂g). (2.2.25)

Equation 2.2.24 is again an inhomogeneous Cauchy-Riemann differential equation with inhomogeneity
h(g), which is in principle observable. The real-valued form of equation 2.2.23 was first derived by
Kaiser [1995].

2.2.4 Other Useful Relations

Integral Expression for Reduced Shear on Bounded Domains: In the previous subsection we always
assumed that the corresponding quantities are defined on the whole complex plane and we can integrate
over all of C. However, lensing measurements are always confined to a finite field of the sky. We there-
fore need to adapt our derived formulas to the finite case, where only integration over bounded domains
occurs. To arrive at the adapted formulas, we need to have a closer look at complex differential 1-forms
on open subsets U of C.

With T 1,0 := Cdz and T 0,1 := Cdz we denote the one-dimensional sub-vector spaces of the cotangential
space T (1) at an arbitrary point in U. By construction, T (1) = T 1,0⊕T 0,1 holds. Since we are still working
in the complex plane in this chapter (and will deal with Riemann surfaces only in the next chapter), the
spaces considered are independent of the choice of the concrete base point. For this reason, the base
point does not appear in the notation of the corresponding spaces.

A complex 1-form ω is called of type (1, 0) or (0, 1), if ω(z) ∈ T 1,0 or ω(z) ∈ T 0,1 for all z ∈ U,
respectively. E(1)(U) denotes the vector space of all differentiable 1-forms, E(1,0)(U) the sub-space of
1-forms of type (1, 0) and E(0,1)(U) the sub-space of 1-forms of type (0, 1). Due to T (1) = T 1,0 ⊕ T 0,1,
a complex 1-form ω ∈ E(1)(U) can always be decomposed as ω = ω1 + ω2 with ω1 ∈ E

(1,0)(U) and
ω2 ∈ E

(0,1)(U). Let h be a differentiable function on U. Additionally to the differental dh in equation
2.1.2 we can define the 1-forms d′h and d′′h by

(d′ f )(z0) := d′z0
f = (∂z f )(z0)dz, (d′′ f )(z0) := d′′z0

f = (∂z f )(z0)dz. (2.2.26)

h is holomorphic if and only if d′′h = 0. Despite the usual relations d = d′+ d′′ and d′ ◦d′ = d′′ ◦d′′ = 0,
it holds d′ ◦d′′ + d′′ ◦d′ = 0. We also need in the following the Hodge star operator ∗ applied to 1-forms.
For a 1-form ω = ω1 + ω2 it holds

∗ ω = i(ω1 − ω2). (2.2.27)

More about complex differential forms can be found in Forster [2012].
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Let us come back to gravitational lensing by considering a bounded domain Ω ⊂ Cwith smooth boundary
∂Ω and A = |Ω|. The average of the reduced shear g over Ω can be calculated as

g =
1
A

∫
Ω

gdx ∧ dy. (2.2.28)

Our goal is to derive an integral expression for the difference g − g in terms of the differential 1-forms
ω := d′′g and α := 2d′′H, where H denotes the real Green’s function of the Laplace operator with
Neumann boundary conditions on ∂Ω. Let us consider the 2-form ∗α∧ω. By a simple calculation using
the relation d( f ∗ ω) = f d ∗ ω − ∗ω ∧ d f for a zero-form (or function) f and a 1-form ω, we obtain

∗ α ∧ ω = ∗2d′′H ∧ d′′g = −d′′(g ∗ 2d′′H) + 2gd′′(∗d′′H). (2.2.29)

For the last term we obtain

2gd′′(∗d′′H) = −2igd′′d′H = −g∆Hdx ∧ dy, (2.2.30)

while the first term can be expressed as

−d′′(g ∗ 2d′′H) = −d(g ∗ d′′H). (2.2.31)

Hence, ∫
Ω

∗α ∧ ω = −

∫
Ω

g ∗ d′′H + g − g, (2.2.32)

where we have used Stokes’ theorem and

∆H −
1
A

= −δ. (2.2.33)

Complex Derivation of the ζ-Statistics: Using the complex formalism, we are able to derive the so
called aperture mass densitometry or ζ-statistics which establishes a connection between the projected
mass density within an annulus and the tangential shear γt. We start with the differential of the lens
equation in the form

d( f − z) = −κ dz − γdz. (2.2.34)

We wedge this with dz and add the complex conjugate of the resulting equation, which gives us

κdz ∧ dz =
1
2

d(κ(zdz − zdz) + γzdz − γzdz). (2.2.35)

By taking the average along the boundary ∂Ω according to equation 2.2.28 we obtain

κ =

∮
κ(zdz − zdz)∮
(zdz − zdz)

+

∮
(γzdz − γzdz)∮

(zdz − zdz)
, (2.2.36)

where we used Stokes theorem to reduce the integration of the differential of the 1-form in equation
2.2.35 to a path integral over it. If Ω corresponds to a circular disk Dr of radius r, we have z = reiϕ, zdz−
zdz = −2ir2dϕ along ∂Dr, which simplifies equation 2.2.36 to

κ = 〈κ〉 + 〈γt〉. (2.2.37)

γt denotes the tangential component of the shear, given by

γt = γ1cos(2ϕ) + γ2sin(2ϕ). (2.2.38)

Using polar coordinates, we obtain

κ =
1
πr2

∫ r

0
κ(r′, ϕ)r′dr′dϕ, (2.2.39)
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and thus
dκ

dln(r)
= 2〈κ〉 − 2κ. (2.2.40)

Combining equation 2.2.37 with 2.2.40 yields

dκ
dln(r)

= −2〈γt〉. (2.2.41)

Solving this ordinary differential equation gives us the ζ-statistics:

ζ(r1, r2) = κ(r1) − κ(r1 < r < r2) = 2
1 − r2

1

r2
2

−1 ∫ r2

r1

〈γt〉
dr
r
. (2.2.42)

Complex Derivation of Expressions for Image Ellipticities: As we have seen in the introduction, the
second moments Qi j of the brightness distribution I(θ) can be used to determine the image ellipticities
ε (or χ, depending on the definition), from which we obtain the reduced shear. We now want to use the
complex formalism to derive an expression for χ as a function of the Qi j. If we regard Q = (Qi j) as
representation matrix of a linear map of R2, we can interpret it as complex-valued map w

w : C→ C, z 7→ w(z) := (Q11 + Q22)Re(z) + i(Q22 + Q21)Im(z) (2.2.43)

=
1
2

(Q11 + Q22)z +
1
2

(Q11 − Q22 + 2iQ12)z (2.2.44)

=
1
2

tr(Q)(z + χz), (2.2.45)

where we have identified the complex ellipticity

χ =
Q11 − Q22 + 2iQ12

tr(Q)
(2.2.46)

with the Beltrami coefficient of w. We finally want to derive an expression for the intrinsic complex
ellipticity χs of the source. As just seen for χ, we therefore need the intrinsic brightness moments Qs

i j of
the galaxy to compute χs as Beltrami coefficient of the complex map ws defined by Qs = (Qs

i j). Due to
Qs = D f · Q · D f , where D f denotes the differential of the lens map, we only need to compose the map
w with the linearized lens map

w f = (1 − κ)z − γz (2.2.47)

on the right and on the left to obtain

ws = (1 + |g|2 + 2Re(gχ))z + (2g + χ + g2χ)z. (2.2.48)

χs is then given by the Beltrami coefficient of ws:

χs =
2g + χ + g2χ

1 + |g|2 + 2Re(gχ)
. (2.2.49)

Equivalently, one can express χ in terms of χs as

χ =
−2g + χs + g2χs

1 + |g|2 − 2Re(gχs)
. (2.2.50)

As we see, the complex formalism simplifies the derivation of expressions for the image ellipticities
significantly by assigning them the role of Beltrami coefficients of some appropriate complex mappings.
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2.3 Analytic Properties of Planar Quasi-Conformal Mappings

The theory of q.c. mappings is over 90 years old and has been first studied by Grötzsch [1928], Morrey
[1938], Lawrentjew [1935] and Ahlfors [1955]. As already mentioned, q.c. mappings can be consid-
ered as a generalization of conformal mappings. Conformal mappings are angle preserving: They map
infinitesimal circles on the domain to infinitesimal circles on the image. In contrast, q.c. mappings map
infinitesimal ellipses on the domain to infinitesimal circles on the image (cf. Zeng et al. [2012]).

Since the deflection field in the planar case is a q.c. mapping, we need to deal with existence and unique-
ness results of q.c. mappings between domains of C. These results will become especially important
when for the well-posedness of our proposed algorithm in the planar case in chapter 3. However, we
only want to give the most important statements here and do not want to go further into the concrete
theory behind. For detailed proofs we refer to relevant literature like Lehto [1973], Gmira [2016] or
Zakeri.

2.3.1 Basics Facts About Quasi-Conformal Mappings

Generalized Definition of a Quasi-Conformal Mapping: As already seen, q.c. mappings are (almost
everywhere) differentiable homeomorphisms with bounded small-scale geometry. In the following, let
Ω1, Ω2 and Ω3 be domains in C. A q.c. mapping f : Ω1 → Ω2 has three essential features:

(i) It is an orientation-preserving homeomorphism.

(ii) It is differentiable at almost every p ∈ U and the derivative D f (p) : R2 → R2 is non-singular.

(iii) The differential D f (p) at p pulls back round circles to ellipses with bounded eccentricity, which is
independent of p.

These three properties essentially describe what it means to be q.c., except that the existence of the
derivative almost everywhere should be replaced by a stronger condition called absolutely continuity on
lines (ACL): This means that for every closed rectangle [a, b]× [c, d] ⊂ Ω1, the restriction x 7→ f (x + iy)
is absolutely continuous on [a, b] for almost everywhere y ∈ [c, d], and the restriction y 7→ f (x + iy) is
absolutely continuous on [c, d] for almost everywhere x ∈ [a, b]. Equivalently it can be replaced by f
having locally integrable partial derivatives in the sense of distributions. We give a new definition of a
q.c. mapping: f : Ω1 → Ω2 is called q.c. if

(i) it is an orientation-preserving homeomorphism.

(ii) it is ACL.

(iii) the partial derivates of f (which by (ii) exist almost everywhere) satisfy | fz| ≤ k| fz| almost every-
where in Ω1, for some constant 0 ≤ k < 1.

This definition from Zakeri is often found in the literature and presents a generalization of the one above,
where we required that f should be at least continuously partial differentiable. To make the attribute
more quantitative, we say that f is K-q.c., where K := (1 + k)/(1 − k) ≤ 1.

We consider two examples. First, let K ≥ 1 and define f : C→ C by

f (x + iy) :=

x + iKy if y ≥ 0
x + iy if y < 0

. (2.3.1)

f is ACL, with derivatives

fz(x + iy) :=

(1 + K)/2 if y > 0
1 if y < 0

and fz(x + iy) :=

(1 + K)/2 if y > 0
0 if y < 0

. (2.3.2)
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The partial derivatives do not exist along the real axis unless K = 1. Due to K ≥ 1, |µ| = | fz/ fz| ≤ k :=
(K − 1)/(K + 1) < 1. Thus, f is K-q.c..

As a second example let 0 ≤ k < 1 and define f : C→ C by

f (z) :=

z + kz if |z| ≤ 1
z + k/z if |z| > 1

. (2.3.3)

Again, f is ACL, with

fz(z) :=

1 if |z| < 1
1 − k/z2 if |z| > 1

and fz(z) :=

k if |z| < 1
0 if |z| > 1

. (2.3.4)

Here, the partial derivatives do not exist along the unit circle unless k = 0. Thus, f is K-q.c. with
K = (1 + k)/(1 − k).

Basic Properties of Quasi-Conformal Mappings: Using the generalized definition, we want to give
some basic but important properties of q.c. mappings. Let f : Ω1 → Ω2 be a K f q.c. mapping. Then the
following regularity statements hold:

1. f is differentiable almost everywhere in Ω1, i.e.

f (p + z) = f (p) + fz(p)z + fz(p)z + ε(z), (2.3.5)

for p ∈ Ω1 almost everywhere and ε(z)/z→ 0 for z→ 0.

2. The Jacobian J f = | fz|2 − | fz|2 is positive almost everywhere and locally integrable in Ω1. Further-
more, ∫

E
J f dxdy =

∫
f (E)

dxdy = area( f (E)) (2.3.6)

holds for every measurable set E ⊂ Ω1. As a corollary, it follows that f maps sets of area zero to
sets of area zero.

3. fz and fz are locally square-integrable in Ω1. In fact, it holds

| fz|2 ≤
1

1 − k2 J f and | fz|2 ≤
k2

1 − k2 J f . (2.3.7)

4. The partial derivatives fz and fz are the distributional derivatives also, i.e.∫
Ω1

fzφ = −

∫
Ω1

fφz and
∫

Ω1

fzφ = −

∫
Ω1

fφz (2.3.8)

for every compactly supported smooth test function φ : Ω1 → C.

Since the lens mapping can be assumed to be smooth, the above regularity statements are automatically
true for f . Let us consider statements about f that go beyond regularity statements:

1. The inverse f −1 is also K f -q.c.

2. fz , 0 almost everywhere on Ω1. This is in accordance with the condition ||µ||∞ = || fz/ fz||∞ < 1.

3. Weyl’s lemma: If K f = 1, then f is conformal.

If we consider concatenations of q.c. mappings, we obtain:
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1. For every Kg-q.c. mapping g of f (Ω1), the composed mapping g ◦ f is K f Kg-q.c.

2. Being K-q.c. is conformally invariant: Namely for conformal mappings h1 and h2 of domains Ω1
and Ω2 respectively, the composed mapping h2 ◦ f ◦ h1 : Ω1 → Ω2 is also K-q.c.

3. Let µ be a measurable function on Ω1 such that ||µ||∞ ≤ k < 1 for some k ∈ R. If there exists
a q.c. mapping f with Beltrami coefficient = µ, then for every conformal mapping h of f (Ω1),
the mapping h ◦ f has the same Beltrami coefficient µ. Conversely, for every quasi-conformal
mapping g with µg = µ, the map g ◦ f −1 is a conformal mapping of f (Ω1). As we see in the
following subsection such a mapping f always exists.

The last proposition follows therby directly from 2. and Weyl’s lemma. Let us now derive the chain rule
for q.c. mappings: Suppose f : Ω1 → Ω2 and g : Ω2 → Ω3 are q.c.. As we just stated, g ◦ f : Ω1 → Ω3
is q.c.. Since f and g are differentiable almost everywhere in Ω1 or Ω2 respectively, there are sets of
measure zero A ⊂ Ω1 and B ⊂ Ω2 away from which f and g are differentiable. Furthermore, f −1(B) has
measure zero. This follows from the fact, that f −1 is also q.c. and thus maps sets of measure zero to sets
of measure zero. As consequence, g ◦ f is differentiable outside the set A ∪ f −1(B) and the following
chain rule formulas hold:

(g ◦ f )z = (gz ◦ f ) fz + (gz ◦ f ) f z, (2.3.9)

(g ◦ f )z = (gz ◦ f ) fz + (gz ◦ f ) f z. (2.3.10)

These two equations yield the following formula for the Beltrami coefficient of the composition of two
q.c. mappings f and g:

µg◦ f =
(g ◦ f )z

(g ◦ f )z
=

(gz ◦ f ) fz + (gz ◦ f ) f z

(gz ◦ f ) fz + (gz ◦ f ) f z

=
fz + (µg ◦ f ) fz

fz + (µg ◦ f ) fz
=

µ f + (µg ◦ f ) fz
fz

1 + µ f (µ f ◦ g) fz
fz

. (2.3.11)

Finally, we want to give a few deeper properties of q.c. mappings, which may be relevant for weak
lensing. Proofs for all of these statements can be found in Ahlfors [2006], Astala et al. [2009] or Gilbarg
and Trudinger [2015].

1. (Mori) Suppose Ω1 = Ω2 = D, where D denotes the unit disk. If f is K-q.c. with f (0) = 0, then

| f (z) − f (w)| ≤ 16|z − w|1/K , (2.3.12)

where z,w ∈ D. As a corollary, it follows that q.c. mappings are locally Hölder: If f : Ω1 → Ω2 is
K-q.c., then for every compact set E ⊂ Ω1 there exists a constant C = C(E,K) > 0, such that

| f (z) − f (w)| ≤ C|z − w|1/K (2.3.13)

for z,w ∈ E.

2. (Astala) If f : D→ D is K-q.c. with f (0) = 0, then

area( f (E)) ≤ area(E) (2.3.14)

for every measurable set E ⊂ D and C = C(K) > 0. As a corollary, if f : Ω1 → Ω2 is K-q.c., then
J f ∈ Lp

loc(Ω1) for every 1 < p < K/(K − 1).

3. (Astala) Q.c. mappings distort the Hausdorff dimension by a bounded factor: Let f : Ω1 → Ω2 be
K-q.c., E ⊂ Ω1, dim(E) = δ and dim( f (E)) = δ′, then

1
K
≤

1
δ′ −

1
2

1
δ −

1
2

≤ K. (2.3.15)

In particular, f preserves sets of dimension 0 and 2.
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Application to Weak Lensing: Using the analytical properties for planar q.c. mappings, it is now simple
to make statements about the analytical properties of the deflection field . For this purpose, we grasp the
lens mapping f as q.c. mapping on a bounded domain Ω. Then, the following holds:

1. Since fz , 0 almost everywhere on Ω, the set of fix points of the deflection field has measure zero.

2. Using equation 2.3.7 and J f = 1/ν we can give an upper bound for the absolute value of the shear
and an lower bound for the convergence:

| fz|2 = |1 − κ|2 ≤
1
ν

1
1 − ||g||2∞

and | fz|2 = |γ|2 ≤
1
ν

||g||2∞
1 − ||g||2∞

, (2.3.16)

which gives us

κ ≥ 1 −

√
1
ν

1
1 − ||g||2∞

and |γ| ≤

√
1
ν

||g||2∞
1 − ||g||2∞

. (2.3.17)

Both magnification ν and maximal value ||g||∞ of the reduced shear are in principle observable.
Moreover, one can assume physical limits for ||g||∞, e.g. the largest shear that can reasonably
be expected from a physical object. However, note, that both quantities depend on κ and γ, e.g.
ν = [(1 − κ)2 − |γ|2]−1.

3. From equation 2.3.6 we obtain a relation between the measure of f (E) of each measurable set
E ⊂ Ω and the magnification ν integrated over E:∫

E

1
ν

dxdy = area( f (E)). (2.3.18)

Remark: This is the first work, which uses analytical properties of planar q.c. mappings to infer state-
ments about weak lensing quantities. Note that this goes beyond Straumann’s complex formalism intro-
duced above, since we make explicit use of ||g||∞ ≤ k < 1 in the case of weak lensing. However, the
question remains whether even more far-reaching statements about the deflection field can be made using
this approach and have practical relevance.

2.3.2 Existence and Uniqueness Results of Quasi-Conformal Mappings

As already seen, a q.c. mapping f : Ω1 → Ω2 between two domains Ω1 and Ω2 of C induces by

µ f := fz/ fz (2.3.19)

a bounded measurable function µ f on Ω1, with the additional property that ||µ f ||∞ ≤ k < 1 for some
k ∈ R. Since fz is non-zero almost everywhere, µ f is well-defined. µ f is called the Beltrami coefficient
of f , which in turn can be used to define the dilatation of f . Both notions were already introduced in
section 2.1.

We can ask the converse question. Namely, whether we can find for every bounded measurable function
µ : Ω1 → C with ||µ||∞ ≤ k < 1 a q.c. mapping f , whose Beltrami coefficient µ f is equal to µ almost
everywhere. The answer to this question is yes, which we call the existence theorem for planar q.c.
mappings. Note, that the problem can always be transformed to the case when Ω1 is the whole complex
plane: For an arbitrary domain Ω1, we only need to extend each measurable function µ to C by setting
µ∗(z) = µ(z) for z ∈ Ω1 and µ∗(z) = 0 for z < Ω1. The function µ∗ is then measurable in the whole
complex plane. If the problem is solvable for µ∗ on C, then the restriction of the solution to Ω1 solves
the original problem.
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Existence Theorem for Planar Quasi-Conformal Mappings: For a domain Ω1 ⊂ C and an arbitrary
measurable function µ in Ω1 with ||µ||∞ = esssup

x∈U
|µ(x)| ≤ k < 1 for some k ∈ R, there always exists a q.c.

mapping f of Ω1 whose Beltrami coefficient µ f coincides with µ almost everywhere in Ω1.

A proof of this statement can be found in Lehto [1973, p. 190 ff.]. We remark that such a f is not unique:
The set of all q.c. mappings of Ω1 having Beltrami coefficient µ almost everywhere coincides with the
family {g ◦ f }, where g runs through all conformal mappings of f (Ω1). This follows from the uniqueness
theorem stated in Lehto [1973, p. 183]:

Uniqueness Theorem for Planar Quasi-Conformal Mappings: Let f : Ω1 → Ω2 be a q.c. mapping
of Ω1 with Beltrami coefficient µ f . Then every q.c. mapping of Ω1 whose Beltrami coefficient equals µ f

almost everywhere in Ω1 is of the form g ◦ f , where g is a conformal mapping of Ω2.

This is based on the fact that the conformal mappings g do not change the q.c. equivalence class of f . By
a remark in Lehto [1973, p. 41 f.] the conformal and q.c. equivalence classes coincide for simply con-
nected domains. In view of the Riemann mapping theorem, which is stated in the following subsection,
we deduce from the existence theorem for planar q.c. mappings the following

Mapping Theorem: Let Ω1,Ω2 ⊂ C be conformally equivalent simply connected domains and µ be a
measurable function in Ω1 with ||µ||∞ = esssup

x∈U
|µ(x)| ≤ k < 1 for some k ∈ R. Then there exists a q.c.

mapping f : Ω1 → Ω2 whose Beltrami coefficient coincides with µ almost everywhere. This mapping is
uniquely determined up to a conformal mapping of Ω2 onto itself.

It is astonishing that for weak lensing the uniqueness conditions for the lens mapping (and thus the deflec-
tion field) do not depend on g itself, but instead on the topology of the domain! On the other hand, this is
unsatisfactory for a concrete algorithm: Even for simply connected domains, the question arises how to
specify the conformal mapping to make the solution unique, e.g. how to relate it to well-known boundary
conditions of the lens mapping. We solved this problem by reducing the Beltrami equation to two elliptic
PDEs, once for the real and once for the imaginary part of f . For these two PDEs, we can then specify
Dirichlet, Neumann, or mixed boundary conditions and thus obtain a unique solution for the real and
imaginary part of f . The exact procedure is considered in chapter 3. Anyway, for certain domains (such
as rectangles and circular disks), specifying only the images of certain points and curves is also sufficient.

However, for weak lensing the assumption of simply connected domains often cannot be made. Fore-
ground galaxies in the survey can create holes in the domain, e.g. one can not observe the whole sky,
because the milky way is in the way. Therefore, the observation area is not simply connected, but has a
north and south dome.

2.4 Foundations of Quasi-Conformal Geometry

In chapter 3 we propose an inversion algorithm for general curved fields, where the flat sky approximation
can no longer be assumed. Therefore, we need to generalize the definition of q.c. mappings from domains
in the complex plane to Riemann surfaces. Follwing Zeng et al. [2012] and Zakeri, we give a short
summary about the major concepts from (quasi-)conformal geometry, which are necessary to understand
our proposed inversion algorithm for curved fields.

2.4.1 Riemann Surfaces and Conformal Mappings

Let n ∈ N and X be a Hausdorff space, i.e. a space in which two distinct points can be disjointly separated
by two open environments. We define a
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Figure 4: Transition function on a complex one-dimensional manifold, figure from Kasten [2016]

(i) complex chart of X as a homeomorphism φ : U → V , where U is an arbitrary open subset of X
and V an open subset of Cn.

(ii) complex atlas on X as a systemA = {φi : Ui → Vi, n-dimensional complex chart on X | i ∈ I index
set } such that

⋃
i∈I Ui = X.

Using these two notions we are able to define a n-dimensional topological complex manifold as Haus-
dorff space X together with a n-dimensional complex atlas, where X has to be second-countable.

Now let X be a one-dimensional complex manifold. We define:

(i) Two complex charts φ1 : U1 → V1 and φ2 : U2 → V2 are called conformally compatible if the
transition function φ2 ◦ φ

−1
1 : φ1(U1 ∩ U2) → φ2(U1 ∩ U2) is biholomorphic (i.e. a bijective

holomorphic mapping whose inverse is also holomorphic). Alternatively, for n = 1, one can
assume that the transition function should be conformal. A visualization of a transition function
can be found in figure 4.

(ii) If the complex charts of a complex atlas A on X are pairwise conformal compatible, then we call
A a conformal atlas on X.

(iii) Two conformal atlases A1,A2 of X are said to be conformally compatible if each complex chart
fromA1 is conformally compatible with every complex chart fromA2.

(iv) The conformal compatibility of conformal atlases of X is an equivalence relation. We call an
equivalence class under this relation a complex structure on X.

This leads us directly to the definition of a Riemann surface, which is a pair (X, S ) consisting of a con-
nected one-dimensional complex manifold X together with a complex structure S on X.

Let S 1 and S 2 be Riemann surfaces. A continuous map f : S 1 → S 2 is called holomorphic, if for each
pair of charts φα : Uα → φα(Uα) of S 1 and ψβ : Vβ → ψβ(Vβ) of S 2 with φα(Uα) ⊂ ψβ(Vβ) the function

fαβ = ψβ ◦ f ◦ φ−1
α : φα(Uα)→ ψβ(Vβ) (2.4.1)

is holomorphic. Thus, as illustrated in figure 5, using the conformal structure we trace the property of a
mapping to be holomorphic back to the properties of the corresponding mappings between open sets in
C. f is said to be conformal if it is bijective, and both f and its inverse mapping f −1 are holomorphic.
Two Riemann surfaces are called conformally equivalent if there is a conformal mapping between them.
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Figure 5: Mapping between Riemann surfaces, figure from Zeng et al. [2012]

Most algorithms that compute q.c. mappings between Riemann surfaces use a different, equivalent def-
inition of a Riemann surface: Let S be a surface embedded in R3. The metric g on S is given by the
induced Euclidean metric. An isothermal coordinate chart is a tuple (Uα, φα), consisting of an open set
Uα ⊂ S and a local parametrization φα : Uα → C, such that g can be locally written as

g = e2λ(z)|dz|2 = e2λ(z)dzdz, (2.4.2)

where the conformal factor λ(z) denotes the area distortion under φα. The collection of all isothermal
coordinate charts forms a conformal atlas and the maximal conformal atlas is a conformal structure. If
S admits a conformal structure, we call S a Riemann surface. Isothermal coordinates are considered in
more detail in subsection 2.4.4.

2.4.2 Beltrami Differential

Next, we consider q.c. maps between two Riemann surfaces. Therefore, we need to generalize the (local)
Beltrami coefficient to a global quantity on the entire surface X, which we call Beltrami differential. In
particular, the Beltrami differential should be independent of the choice of the concrete local coordinates.
According to Hubbard [2016], a Beltrami differential form on X is a bundle map µ : T X → T X, which
is fiberwise antilinear and measurable with ||µ||∞ = esssup

x∈X
|µ(x)| < 1. Fiberwise antilinear means that

for each p ∈ X, µp : TpX → TpX is an antilinear map, i.e. µp(v + w) = µp(v) + µp(w) (additivity) and
µp(zv) = zµp(v) (conjugate homogeneity) for v,w ∈ TpX � C, z ∈ C. This definition is too abstract for
our purposes, so we give a concrete construction:

The Beltrami differential is the differential µ(z) dz
dz constructed in the follwing way: Each chart (Uα, φα)

is assigned a function µα : φα(Uα)→ C, zα 7→ µα(zα) with µα ∈ L∞(φα(Uα)), such that

µα
dzα
dzβ

= µβ
dzα
dzβ

(2.4.3)

holds on the part of the domain Uα, which is also covered by another chart (Uβ, φβ). zα denotes the local

coordinates on Uα, dzα
dzβ

=
dφβα
dzβ

and dzα
dzβ

=
dφβα
dzβ

, where φβα is the transition map from the chart (Uβ, φβ) to
(Uα, φα). The set of all such functions µα forms the Beltrami differential. Equation 2.4.3 can be consid-
ered as a consistency condition on the overlapping regions of different charts, so that the definition of the
Beltrami differential is well-defined. When the surface is covered by one single chart, the two notions
coincide and we speak of a Beltrami coefficient instead of a Beltrami differential. A visualization can be
found in figure 6.

We want to motivate the consistency condition in equation 2.4.3 following Zakeri: Let z = x + iy be a
holomorphic local coordinate on X. (x, y) can be interpreted as coordinates for the underlying smooth
surface, in which the Riemannian metric g on X can be expressed locally as

g = Edx2 + 2Fdxdy + Gdy2, (2.4.4)
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Figure 6: Beltrami differential, figure from Zeng et al. [2012]

where E, F,G are smooth functions of (x, y) with E > 0,G > 0 and EG − F2 > 0. With this, the inner
product on each tangent space can be expressed as〈

a
∂

∂x
+ b

∂

∂y
, c
∂

∂x
+ d

∂

∂y

〉
g

= Eac + F(ad + bc) + Gbd =
[
a b

]
L

[
c
d

]
(2.4.5)

with L as the matrix [
E F
F G

]
(2.4.6)

of g in the standard basis { ∂∂x ,
∂
∂y }. Similiar to open subsets of C in chapter 2.1, we can generalize the

complex differential 1-forms dz and dz to Riemann surfaces: dz and dz on X can be defined as two local
sections of the complexified cotangent bundle T ∗X ⊗ C by

dz = dx + idy, (2.4.7)

dz = dx − idy. (2.4.8)

As for open subsets of C, dz and dz form a basis for each complexified cotangent space. The local
sections of the complexified tangent bundle T X ⊗ C,

∂

∂z
=

1
2

(
∂

∂x
− i

∂

∂y

)
(2.4.9)

and
∂

∂z
=

1
2

(
∂

∂x
+ i

∂

∂y

)
, (2.4.10)

form the corresponding dual basis at each point. The inner product defined by g can be uniquely extended
to a Hermitian product on T X ⊗ C, which representation matrix in the basis { ∂∂x ,

∂
∂y } is given by L′ =

D∗LD, with

D =
1
2

[
1 1
i −i

]
. (2.4.11)

The components of the matrix L′ are then

L′ =
1
4

[
E + G E −G − 2iF

E −G + 2iF E + G

]
. (2.4.12)

If we introduce the quantities

γ2 =
1
4

(
E + G +

√
EG − F2

)
(2.4.13)

and
µ =

1
4γ2 (E −G + 2iF) =

E −G + 2iF

E + G +
√

EG − F2
, (2.4.14)
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substituting these into L′ gives

L′ = γ2

 1+|µ|2

2 µ

µ
1+|µ|2

2

 . (2.4.15)

Due to the properties of the functions E, F and G, e.g. EG − F2 > 0, it holds

γ2 > 0 and |µ|2 =
E + G − 2

√
EG − F2

E + G + 2
√

EG − F2
< 1. (2.4.16)

Using L′, the Hermitian product on T X ⊗ C can be written as〈
α
∂

∂z
+ β

∂

∂z
, ω

∂

∂z
+ ν

∂

∂z

〉
=

[
α β

]
L′

[
ω

ν

]
, (2.4.17)

from which we obtain ∥∥∥∥∥∥ α ∂∂z
+ β

∂

∂z

∥∥∥∥∥∥2

= γ2
(
1 + |µ|2

2
(|α|2 + |β|2) + µαβ + µαβ

)
. (2.4.18)

Since real tangent vectors have the special form α ∂
∂z + α ∂

∂z (due to a ∂
∂x + b ∂

∂y = (a + ib) ∂∂z + (a − ib) ∂∂z ),
the above formula reduces to ∥∥∥∥∥∥α ∂∂z

+ α
∂

∂z

∥∥∥∥∥∥2

= γ2|α + µα|2. (2.4.19)

Thus, as long as we care about lengths of real tangent vectors, g in the basis { ∂∂z ,
∂
∂z } can be represented

as
g = γ(z)|dz + µ(z)dz|. (2.4.20)

We want to understand the transformation behaviour of γ and µ under a holomorphic change of coordi-
nates z 7→ w(z) on X:

γ(z) |dz + µ(z)dz| = w∗(γ(w) |dw + µ(w)dw|) (2.4.21)

= γ(w(z)) |w′(z)dz + µ(w(z))w′(z)dz| (2.4.22)

= γ(w(z))|w′(z)|

∣∣∣∣∣∣dz + µ(w(z))
w′(z)
w′(z)

dz

∣∣∣∣∣∣. (2.4.23)

By comparison we finally obtain the consistency condition in equation 2.4.3:

γ(z) = γ(w(z))|w′(z)| ⇔ γ(z)|dz| = γ(w)|dw|, (2.4.24)

µ(z) = µ(w(z))
w′(z)
w′(z)

⇔ µ(z)
dz
dz

= µ(w)
dw
dw

. (2.4.25)

Equation 2.4.24 tells us that γ(z)|dz| is a well-defined (1, 1)-differential, namely a conformal metric, on
X. In the same way, the Beltrami differential µ(z) dz

dz is a well-defined (−1, 1)-differential on X, as stated
above. µ depends only on the conformal class [g] and z 7→ |µ(z)| is a well-defined function on X. As a
corollary we obtain a one-to-one correspondence between conformal structures on X and Beltrami dif-
ferentials µ = µ(z) dz

dz which satisfy |µ(z)| < 1 in every local coordinate z on X. If the Beltrami differential
vanishes, one obtains just the standard conformal structure [g] = [dz].

The above derivation allows us to make the geometric interpretation of q.c. mappings more concrete than
in chapter 2.1 We consider a conformal structure [g] on X (or U ⊂ C in the planar case) and its associated
Beltrami differential by equation 2.4.14. We consider a point p ∈ X, fix a local coordinate z = x + iy
around it and define the family of ”circles” around p as

E(p) := {v ∈ TpX : ||v|| = const.}. (2.4.26)
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Figure 7: Geometric interpretation of the Beltrami differential as a field of ellipses on
the tangent bundle T X, figure from Zakeri

E(p) depends only on [g]. If we consider a real tangent vector v = a ∂
∂x + b ∂

∂y = (a + ib) ∂∂z + (a − ib) ∂∂z ,
then the ”circles” ||v|| = const. correspond to loci |(a + ib) + µ(a − ib)| = const. in the real (a, b)-plane.
By setting µ = reiθ and ζ = (a + ib)e−i θ2 , we obtain the loci |ζ + rζ | = const. in the ζ-plane, which is the
family of concentric ellipses with minor axis along the real direction and major axis along the imaginary
direction of the ζ-plane. The ratio of the major to minor axis is equal to 1+r

1−r . If we transfer this family
back to the (a, b)-plane, we see that E(p) is a family of concentric ellipses in TpX with

ϕ = arg(µ)/2 (2.4.27)

as angle of elevation of the minor axis and

K =
1 + |µ|

1 − |µ|
(2.4.28)

as ratio of the major to minor axis. A visualization can be found in figure 7. For the zero Beltrami
differential, the cocentric ellipses become round cricles with |ζ |2 = a2 + b2 = const. in the (a, b)-plane.
Equation 2.4.28 coincides with the dilatation 2.1.14 introduced in chapter 2.1, if we assign a complex
valued function f on X its Beltrami differential and derive the corresponding metric g from it. This will
becomes clear in the following remark.

Remark: In the above derivation, µ was constructed from the local representation of the metric g. Con-
versely, one can also specify µ and assign a metric g to this µ in such a way that [g] = [|dz + µ(z)dz|] then
realizes µ. This is more natural for our use case, since µ = −g is in principle observable.

Summary: As seen in this subsection, we have at least four different ways to think of a Beltrami differ-
ential µ on a Riemann surface X:

1. As an abstract fiberwise antilinear bundle map µ : T X → T X, which is measurable with ||µ||∞ =

esssup
x∈X

|µ(x)| < 1.

2. As a (−1, 1)-differential 1-form on X obeying the transformation rule in equation 2.4.3.

3. As a conformal structure [g] = [|dz + µ(z)dz|] on X.

4. As a field of cocentric ellipses on the real tangent bundle T X.

2.4.3 Quasi-Conformal Mappings

With the notion of a Beltrami differential a q.c. mapping between two Riemann surfaces S 1 and S 2 can
be defined as follows (see figure 5 for the geometric illustration): A homeomorphism f : S 1 → S 2 is
called q.c. associated with the Beltrami differential µdz

dz if it is orientation preserving and the mapping
fαβ := ψβ ◦ f ◦ φ−1

α is q.c. associated with µα
dzα
dzα

. The process of finding the q.c. mapping corresponding
to a given Beltrami differential is called solving Beltrami’s equation.
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We want to show that this definition is well-defined. Consider a region of S 1, which is covered by two
different charts zα and zα′ .

dzα
dzα′

= 0 then yields

µα′(zα′) =
∂ fα′β
∂zα′

/
∂ fα′β
∂zα′

=

(
∂ fαβ
∂zα

dzα
dzα′

) / (
∂ fαβ
∂zα

dzα
dzα′

)
= µα(zα)

dzα
dzα′

/
dzα
dzα′

. (2.4.29)

This is guaranteed by the consisteny condition of the Beltrami differential in equation 2.4.3. We also
need to check that the definition is independent of the chosen chart in the range of f . Therefore, consider
two different charts wβ and wβ′ on the range of f and let µβ and µβ′ be the Beltrami coefficients computed

under fαβ and fαβ′ , respectively. Due to the holomorphy of wβ′ we have
∂wβ′

∂wβ
= 0, and thus

µβ′(zα) =
∂ fαβ′

∂zα

/
∂ fαβ′

∂α
=

∂wβ′

∂wβ

∂ fαβ
∂zα

+
∂wβ′

∂wβ

∂ f αβ
∂zα

 /
∂wβ′

∂wβ

∂ fαβ
∂zα

+
∂wβ′

∂wβ

∂ f αβ
∂zα

 =
∂ fαβ
∂zα

/
∂ fαβ
∂zα

= µβ(zα).

(2.4.30)
Analogous to the planar case, many properties of q.c. mappings between domains in C can also be
shown for q.c. mappings between Riemann surfaces, such as the chain rule. We do not want to go into
this further and instead refer to Zeng et al. [2012] and Zakeri.

2.4.4 Isothermal Coordinates

Definition: Isothermal coordinates on an arbitrary Riemannian manifold are local coordinates where the
metric is conformal to the standard Euclidean metric, i.e.

ds2 = λ(u1, . . . , un)(du2
1 + . . . + du2

n), (2.4.31)

for some smooth function λ > 0. For weak lensing only (curved) surfaces S embedded in R3 are relevant.
In this case equation 2.4.31 takes the form

ds2 = λ(u1, u2)(du2
1 + du2

2) (2.4.32)

with isothermal coordinates (u1, u2). Being conformal to the standard Euclidean metric means that the
curves of constant u1 intersect the curves of constant u2 transversely and form infinitesimal perfect
squares. In isothermal coordinates, the Gauss curvature can be simply derived from the function λ as

K(u1, u2) = −
1

λ(u1, u2)
∆ln(λ), (2.4.33)

with the Laplace operator

∆ =
∂2

∂u2
1

+
∂2

∂u2
2

. (2.4.34)

As pointed out by Hofmann-Wellenhof [1995] the concept of isothermal coordinates originates from
thermodynamics: If there is a stationary heat flow on a surface of homogeneous material, the lines of
equal temperature (isotherms) together with the corresponding orthogonal trajectories (streamlines) form
an isothermal grid.

Existence: As proven first by Korn [1914] and Lichtenstein [1916] isothermal coordinates exist around
any point on a two dimensional Riemannian manifold S , in particular on every Riemann surface. The
existence of isothermal coordinates is strongly related to the existence of solutions of the Beltrami equa-
tion: We know from subsection 2.4.2 about the Beltrami differential, that if the Riemannian metric g on
S is locally given by the first fundamental form

ds2 = Edx2 + 2Fdxdy + Gdy2, (2.4.35)

26



using complex coordinates it can be written as

ds2 = γ2|dz + µdz|2, (2.4.36)

with γ and µ defined in equation 2.4.24 and 2.4.25 respectively. In isothermal coordinates (u1, u2) the
line element can be expressed as

ds2 = λ(du2
1 + du2

2). (2.4.37)

Introducing the complex coordinate w := u1 + iu2 yields

ds2 = λ|dw|2 = λ|wz|
2

∣∣∣∣∣∣dz +
wz

wz
dz

∣∣∣∣∣∣2. (2.4.38)

By comparing equation 2.4.36 with 2.4.38 we see that (u1, u2) will be isothermal if the Beltrami equation

wz = µwz (2.4.39)

has a diffeomorphic solution. This is always the case, as shown in Ahlfors [2006]. Alternatively, the
existence of isothermal coordinates can be shown by direct elementary methods, as in Chern [1955] and
Jost [2006].

Example: We want to give a prominent example of isothermal coordinates: The stereograpic mapping
(projection). It is constructed in the following way: Let the unit sphere S2 be centered at the origin as
shown in figure 8.

Figure 8: Stereographic mapping (projection): A point P = σ(u1, u2) is parametrized by the two
coordinates (u1, u2) ∈ R2, figure from Treibergs [2010]

Imagine a straight line through the south pole Q and some other point P ∈ S2. The line crosses the z = 0
plane at the point

(
u1 u2 0

)
. Thus, we are able to express P in terms of the two coordinates (u1, u2).

The mapping σ : U = R2 → S2 \ {Q} is the inverse of a coordinate chart for S2 called stereographic
coordinates. It is defined by

σ(u1, u2) =

(
2u1

1+u2
1+u2

2
, 2u2

1+u2
1+u2

2
,

1−u1
1−u2

2
1+u1

1+u2
2

)
. (2.4.40)

To show that stereographic coordinates are isothermal, we calculate the tangent vectors for the stereo-
graphic mapping:

X1 =

(
2−2u2

1
(1+u2

1+u2
2)2 , −

4u1u2
(1+u1

1+u2
2)2 , −

4u1
(1+u2

1+u2
2)2

)
, (2.4.41)

X2 =

(
−

4u1u2
(1+u2

1+u2
2)2 ,

2+2u2
1−2u2

2
(1+u1

1+u2
2)2 , −

4u2
(1+u2

1+u2
2)2

)
. (2.4.42)
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Since
X1 · X2 = 0, (2.4.43)

(u1, u2) are isothermal coordinates. As a direct consequence we can compute the Gauss curvature K of
S2. Due to

λ(u1, u2) =
√

X1 · X1 =
√

X2 · X2 =
2

1 + u2
1 + u2

2

(2.4.44)

we obtain
K = −

1
λ2 ∆ln(λ) = 1, (2.4.45)

as expected.

2.4.5 Measurable Riemann Mapping Theorem

The measurable Riemann mapping theorem is crucial for the whole theory of q.c. mappings. Therefore,
it is often considered as fundamental theorem of q.c. geometry. Rougly speaking it states that on the
Riemann number sphere the solutions of the Beltrami equation are exactly the q.c. mappings. It should
not be confused with the Riemann mapping theorem, which gives a characterization of simply connected
domains of C:

Riemann Mapping Theorem: Every simply connected open subset U of C (U < {∅,C}) is conformally
equivalent to the open unit disk D. That means, there exists a biholomorphic mapping between U and D.

The (Poincaré) uniformization theorem generalizes the Riemann mapping theorem from simply con-
nected open subsets of the complex plane to arbitrary simply connected Riemann surfaces:

Uniformization Theorem: Every simply connected Riemann surface is conformally equivalent to the
open unit disk, the complex plane, or the Riemann sphere. The importance of this statement comes from
the fact that every Riemann surface has an universal cover that is simply connected. Riemann surfaces
can therefore be divided into three types: Elliptic surfaces, which have the Riemann number sphere
as universal covering space, hyperbolic surfaces, which have the unit disk as universal covering space,
and parabolic surfaces, which have the complex plane as universal covering space. Furthermore, the
uniformization theorem allows us to establish a connection between Riemann surfaces and Riemannian
geometry: As a corollary of it one can show that every Riemann surface admits a Riemannian metric
of constant curvature, which is equals 1 in the elliptic, 0 in the parabolic and -1 in the hyperbolic case.
In particular, let (S , g) be a compact 2-dimensional Riemannian manifold. Then there exists a metric
g̃ = e2λg conformal to g, which has constant Gauss curvature.

Measurable Riemann Mapping Theorem (MRMT): Let µ be a measurable Beltrami form on the
Riemann sphere Ĉ with ||µ||∞ = k < 1. Then

1. there exists a unique q.c. homeomorphism f : Ĉ → Ĉ which fixes 0, 1,∞ and solves the Beltrami
equation fz = µ fz.

2. f is a C∞ diffeomorphism if µ is C∞.

As corollary of the MRMT we obtain the mapping theorem, which was stated already in subsection 2.3.2
as a consequence of the uniqueness theorem for planar q.c. mappings:

Mapping Theorem or MRMT, Disk Case: Let µ be a measurable complex-valued function on the unit
disk D with ||µ||∞ = k < 1. Then there exists a q.c. homeomorphism f : D → D which satisfies the
Beltrami equation fz = µ fz almost everywhere. f is unique up to compositions with conformal automor-
phisms of D.
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Using the MRMT we will proof this statement: First, we extend µ to Ĉ by setting µ(z) = 0 for |z| > 1.
With that we are able to apply the MRMT, and the restriction to D of the normalized solution given by
the MRMT will provide a q.c. solution h : D → h(D) of the Beltrami equation. Since C and D are
not quasi-conformally homeomorphic, h(D) , C. Thus, by the Riemann mapping theorem there exists
a conformal map g : h(D) → D. The composition f = g ◦ h will then be the required map. It is also
possible to formulate the MRMT for Riemann surfaces:

MRMT, Riemann Surface Case: Let µ be a measurable Beltrami form with bounded dilatation on a
Riemann surface X. Then there exists a Riemann surface Y and a q.c. homeomorphism f : X → Y such
that fz = µ fz. If g : X → Z is another such homeomorphism, the map g ◦ f −1 : Y → Z is biholomorphic.

2.5 Computational Quasi-Conformal Mappings between Riemann Surfaces

The field of computational q.c. geometry is quite young, but has gained increasing popularity in recent
years, in particular from applied mathematics, computer vision and medical imaging. That may be the
reason why this is the first work considering its applications to weak lensing.

The field extends the q.c. theory into a discrete setting and develops algorithms for computing q.c. map-
pings associated with a given Beltrami differential between Riemann surfaces. In general, the chosen
algorithm depends mainly on the topology of the surfaces. However, they all have in common that in
order to solve the Beltrami equation on Riemann surfaces, we simply need to define a new auxiliary
metric associated with the prescribed Beltrami differential. With the auxiliary metric, the q.c. mapping
is equivalent to a conformal mapping associated with the newly defined metric. Thus, solving the Bel-
trami equation can be reduced via an auxiliary metric to the computation of a conformal mapping, for
which well-known algorithms exist. This is the main theorem of Zeng et al. [2012], which we want to
reproduce here together with its proof.

Auxiliary Metric Associated with a Beltrami Differential: Let (S 1, g1), (S 2, g2) be two Riemann
surfaces and f : S 1 → S 2 be a q.c. mapping associated with the Beltrami differential µ dz

dz . We denote
with z and w the local isothermal coordinates of S 1 and S 2 respectively. As seen in subsection 2.4.4,
such coordinates exists around any point of S 1 and S 2 respectively. Motivated by g1 = e2λ1(z)dzdz and
g2 = e2λ2(w)dwdw we define an auxiliary Riemannian metric on S 1 by

g̃1 = e2λ1(z)|dz + µdz|2. (2.5.1)

Then, the auxiliary metric is well-defined and the mapping f : (S 1, g̃1)→ (S 2, g2) is conformal.

We start with the proof of the first part of the statement by considering a region which is covered by two
different charts zα and zβ. As seen, g1 can be local represented under zα as e2λα(z)dzαdzα and under zβ as
e2λβ(z)dzβdzβ. Due to dzα

dzβ
= 0, we have

dzα =
dzα
dzβ

dzβ +
dzα
dzβ

dzβ =
dzα
dzβ

dzβ, (2.5.2)

and

e2λα(zα)dzαdzα = e2λα(zα)|dzα|2 = e2λα(zα)

∣∣∣∣∣∣dzα
dzβ

∣∣∣∣∣∣2|dzβ|2 = e2λβ(zβ)dzβdzβ. (2.5.3)

This gives us the relation

e2λβ(zβ) = e2λα(zα)

∣∣∣∣∣∣dzα
dzβ

∣∣∣∣∣∣2. (2.5.4)

Together with the consisteny condition of the Beltrami differential we obtain

e2λα(zα)|dzα + µαdzα|2 = e2λα(zα)

∣∣∣∣∣∣dzα
dzβ

dzβ + µα
dzα
dzβ

dzβ

∣∣∣∣∣∣2
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= e2λα(zα)

∣∣∣∣∣∣dzα
dzβ

∣∣∣∣∣∣2
∣∣∣∣∣∣dzβ + µα

dzα
dzβ

/
dzα
dzβ

dzβ

∣∣∣∣∣∣2
= e2λβ(zβ)|dzβ + µβdzβ|2. (2.5.5)

To show that the mapping f : (S 1, g1) → (S 2, g2) is conformal, let f ∗g2 denote the pullback metric
defined by

f ∗g2 = e2λ2( f (z))|d f (z)|2. (2.5.6)

Due to
d f (z) =

∂ f (z)
∂z

dz +
∂ f (z)
∂z

=
∂ f (z)
∂z

(dz + µdz) (2.5.7)

it holds

f ∗g2 = e2λ2( f (z))

∣∣∣∣∣∣∂ f (z)
∂z

∣∣∣∣∣∣2|dz + µdz|2. (2.5.8)

Using the definition of g̃1 we can express f ∗g2 as

f ∗g2 = e2λ2( f (z))−2λ1(z)

∣∣∣∣∣∣∂ f (z)
∂z

∣∣∣∣∣∣2g̃1. (2.5.9)

This means that f ∗g2 is conformal to g̃1. Since f : (S 1, f ∗g2) → (S 2, g2) is isometric, f : (S 1, g̃1) →
(S 2, g2) is conformal.

Since the focus of this work lies on planar fields, we do not want to go into further detail about compu-
tational quasi-conformal geometry. For an overview of the most important notions of the field like the
discrete Beltrami differential we refer to Zeng et al. [2012], and for concrete algorithms for the compu-
tation of conformal mappings to Gu and Yau [2008].
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3 Methodology

Using our results from chapter 2 we first derive a new algorithm for delensing of planar fields by solving
the Beltrami equation via a finite element approach. After that we shortly discuss further approaches for
a delensing algorithm for the planar case, coming from image registration tasks and q.c. mappings for
medical imaging. In the second part of this chapter we want to give an outlook to the general (curved)
case, i.e. where the plane sky approximation for weak lensing is no longer valid, and we need more
elaborate algorithms for delensing. After a short review of such an algorithm developed by the DES
Collaboration et al. [2018] using spin-weighted spherical harmonics, we give some ideas how we could
generalize our algorithm for the planar case to areas of the celestical sphere modelled as Riemann sur-
faces. This is especially relevant for weak lensing of the CMB. For that, we use the notion of a Beltrami
differential as introduced in chapter 2.4.2.

3.1 Proposed Inversion Algorithm for Planar Fields

We have seen in chapter 2 that for planar domains the complexified lens mapping f can be considered
as q.c. mapping with Beltrami coefficient µ given by the negative of the reduced shear g. The Beltrami
equation is reduced to two elliptic PDEs for the real and imaginary part of the complexified lens map-
ping, which are then solved via a finite element approach. From the deflection field one can obtain the
convergence and shear by a simple derivation. Algorithm 1 sketches our proposed algorithm. The in-
dividual steps of the algorithm along with derivations of the used formulas are explained in more detail
below. In this context also a review of the finite element method (FEM) and the concrete implementation
of our algorithm is provided.

Algorithm 1 Proposed inversion algorithm for planar fields
Input: planar domain Ω; map of the reduced shear g (in principle observable); boundary conditions
for real and imaginary part of the lens mapping f (Dirichlet, Neumann or mixed)
Output: lens mapping f (or deflection field α); map of convergence κ and shear γ

1: µ(z) = −g(z) ∀z ∈ Ω

2: Compute α1 =
(ρ−1)2+τ2

1−ρ2−τ2 ; α2 = − 2τ
1−ρ2−τ2 ; α3 =

(1+ρ)2+τ2

1−ρ2−τ2 ∀z ∈ Ω where µ(z) = ρ(z) + iτ(z)

3: Define the positive definite matrices A(z) :=
(
α1(z) α2(z)
α2(z) α3(z)

)
∀z ∈ Ω

4: for w ∈ {u = Re( f ), v = Im( f )} do
5: Solve the elliptic PDE −div(A∇w) = 0 on Ω using a finite element approach (see below)
6: end for
7: κ = 1

2 (ux + vy); γ1 = 1
2 (ux − vy) and γ2 = 1

2 uy

3.1.1 Solving the Beltrami Equation by Reduction to Elliptic PDEs

Following Lui et al. [2013b], the Beltrami equation in 2.1.8 can be reduced to two elliptic PDEs for the
real and imaginary part of f with coefficients determined by the Beltrami coefficient field µ, which is just
the negative of the reduced shear for our algorithm. By decomposing µ = Re(µ) + iIm(µ) = ρ + iτ and
f = Re( f ) + iIm( f ) = u + iv we can rewrite the Beltrami coefficient in terms of x and y derivatives of u
and v:

µ = ρ + iτ =
(vx − vy) + i(vx + uy)
(ux + vy) + i(vx − uy)

. (3.1.1)

After some simple calculations one finds out that vx and vy can be expressed as linear combinations of
ux and uy:

−vx = α1ux + α2uy (3.1.2)

vy = α2ux + α3uy (3.1.3)
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with

α1 =
(ρ − 1)2 + τ2

1 − ρ2 − τ2 ; α2 = −
2τ

1 − ρ2 − τ2 ; α3 =
(1 + ρ)2 + τ2

1 − ρ2 − τ2 . (3.1.4)

On the other hand:
uy = α1vx + α2vy (3.1.5)

−ux = α2vx + α3vy. (3.1.6)

Due to the symmetry of the second derivatives it holds

∇ ·

(
−vy

vx

)
= 0 and ∇ ·

(
uy

−ux

)
= 0. (3.1.7)

By substituting equation 3.1.2 and 3.1.3 into 3.1.7 we obtain two elliptic PDEs for u and v

∇ ·

(
A

(
ux

uy

) )
= 0 and ∇ ·

(
A

(
vx

vy

) )
= 0, (3.1.8)

where the symmetric, positive definite matrix A is given by

A =

(
α1 α2
α2 α3

)
. (3.1.9)

The positive definitness can be shown by calculating the two eigenvalues λ1 and λ2 of A:

λ1 = (1 − |µ|)2 (3.1.10)

λ2 = (1 + |µ|)2, (3.1.11)

which are strictly greater than 0, since |µ| ≤ k < 1. Here we have not considered the prefactor 1/(1− |µ|2)
of A, since it is always strictly greater than 0 due to the same reasoning. We keep in mind that equation
3.1.8 is written out as follows

−div(A∇u) = −

2∑
i=1

∂i(A∇u)i = −

2∑
i,k=1

aik∂iku −
2∑

k=1

 2∑
i=1

∂iaik

 ∂ku = −

2∑
i,k=1

aik∂iku, (3.1.12)

since ai j respectively α1, α2 and α3 do not explicitly depend on x or y. With that we can define the
follwing linear elliptic differential operators:

Lu := −
2∑

i,k=1

aik∂i,ku, (3.1.13)

Lv := −
2∑

i,k=1

aik∂i,kv. (3.1.14)

From here, several options come into question to continue: On the one hand, depending on µ respectively
g, analytical properties of the two differential operators can be considered (e.g. maximum principle).
Also depending on the regularity of g we can make statements about the regularity of the lens mapping
(e.g. interior regularity). On the other hand, the second derivatives of u and v, respectively, can be related
to the flexion fields F and G and thus also to the reduced shear g. This will be subject of future work.

In the following, we restrict ourselves instead to solving the two equations in 3.1.8 numerically by means
of the Finite Element Method (FEM). It is assumed that the reader is familiar with the basic concepts of
FEM and Sobolev spaces. However, the upcoming subsection is largely self-containing.
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3.1.2 Solving the Arising Elliptic PDEs using Finite Elements

As we have seen in the previous subsection, finding the lens mapping f from the reduced shear g as
Beltrami coefficient field results in two separate problems for the real part u and imaginary part v of f . In
the following, we can therefore restrict ourselves to the numerical solution of u. The solution of v then
results analogously, with the only exception of different boundary values as for u.

Variational Formulation: For the sake of completeness, we give the classical formulation of problem
3.1.12: Find u ∈ C2(Ω) ∩C1(Ω) such that

−∇ · (A∇u(z)) = 0, z ∈ Ω (3.1.15)

u(z) = g(z), z ∈ ΓD (3.1.16)

n · A∇u(z) = h(z), z ∈ ΓN , (3.1.17)

where ∂Ω = ΓD ∪ ΓN and ΓD ∩ ΓN = ∅ (mixed boundary problem). When g ≡ 0, A = I and we obtain
−∇ · (A∇u) = −∆u and n · A∇u = ∂u

∂n . This is just the well-known result that real and imaginary part are
harmonic functions if f is conformal. Alternatively, we could also specify Robin boundary conditions

au(z) + bn · A∇u(z) = r(z), z ∈ ∂Ω (3.1.18)

for some non-zero constants a and b and a given function r on ∂Ω: Second order elliptic PDEs require
exactly one boundary condition at each boundary point so that the boundary value problem is well-posed.

The regularity requirements for u are often too strong and on the other hand the classical formulation is
unsuitable for many approximation methods. We therefore are going to derive the weak formulation of
problem 3.1.15 - 3.1.17. Multiplication of equation 3.1.15 by a test function w ∈ C∞(Ω) with w(z) = 0
for z ∈ ΓD and integration over Ω gives us:

−

∫
Ω

 2∑
i=1

∂i(A∇u)i

 wdz = 0. (3.1.19)

Integration by parts using the divergence theorem for d = 2 then yields∫
Ω

2∑
i=1

(A∇u)i∂iwdz −
∫

ΓD

 2∑
i=1

(A∇u)ini

 wdσ −
∫

ΓN

 2∑
i=1

(A∇u)ini

 wdσ = 0. (3.1.20)

Using n · A∇u = h on ΓN and w = 0 on ΓD we finally obtain:∫
Ω

A∇u · ∇w dz =

∫
ΓN

hw dσ. (3.1.21)

Final Variational Formulation: As usual for FEM we use the derived relation in equation 3.1.21 to
assign to our differential operator Lu a bilinear form a(u,w) and solve the variational problem in suitable
Hilbert spaces, namely in H1(Ω) = W1,2(Ω), instead of C2(Ω) as needed for a classical solution. Find
u ∈ H1(Ω) with u|ΓD = g such that

a(u,w) :=
∫

Ω

A∇u · ∇w dz =

∫
ΓN

hw dσ. := I(w) (3.1.22)

for all w ∈ H1
0(Ω) = {w ∈ H1(Ω) : wΓD = 0} defines then a continuous variational formulation for the

classical problem formulated in 3.1.15 - 3.1.17. The reason why the variational formulation in 3.1.22 is
well-defined lies in an existence theorem for the Dirichlet and a trace theorem for the Neumann boundary
problem Braess [2013]. Put simply, well-definedness in variational problems follows in general always
from Lax-Milgram’s theorem.
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Finite Element Space Vh: Since H1(Ω) has infinite dimension, one has to determine the minimum of
the functional corresponding to the variational formulation in 3.1.22

J(w) :=
1
2

a(w,w) − 〈l,w〉 → min
Vh

! (3.1.23)

not in H1(Ω) respectively H1
0(Ω), but instead in a suitable finite-dimensional subspace Vh of H1(Ω).

Using Vh we can give the discrete variational formulation of 3.1.22: Find uh ∈ Vh ⊂ H1(Ω) with uh|ΓD = g
such that

a(uh,wh) = I(wh), (3.1.24)

for all wh ∈ Vh. Vh is also called finite element space. Let Th be a triangulation of the domain Ω, i.e. a
decomposition of Ω into a finite number of simplices K (e.g. triangles in the planar case which we are
interested in) such that

Ω =
⋃

K∈Tk

K, (3.1.25)

and
K ∩ K

′

= ∅ for K , K
′

. (3.1.26)

The set {m1, . . . ,mN} contains all vertices of the triangles. Furthermore, we denote with h := max
K∈Th

diam(K)

the fineness or mesh width of the triangulation Th. Figure 9 shows a triangulation with h = 1/
√

8 for a
unit square.

Figure 9: Triangulation of a unit square with h = 1/
√

8

For the new inversion algorithm we use the finite element space of piecewise linear functions

Vh := {v : Ω→ R, v|K(x, y) = aK + bK x + cKy for all K ∈ Th} = span[φ1, . . . , φN], (3.1.27)

where the basis functions φi have local support (cf. figure 10):

φi : Ω→ R, φi(m j) = δi j. (3.1.28)

The dimension of Vh is just the number of vertices in the current triangulation and is known as the number
of degrees of freedom (DoFs, see Ciarlet [2002] for further details).

Figure 10: Example of a basis function with compact support on a square domain
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Discrete Equations: Each function uh ∈ Vh can be represented in the φi-basis as:

uh(z) =

N∑
i=1

uiφi(z); U := (u1, . . . , uN) ∈ RN . (3.1.29)

By substituting this basis representation into the discrete variational formulation 3.1.24 we obtain the
linear system

MU = b (3.1.30)

with the so called stiffness matrix M ∈ RN×N and right hand side vector b ∈ RN :

Mi j = a(φ j, φi); bi = I(φi). (3.1.31)

In our experiments we consider both Dirichlet and Neumann boundary problems. We first focus on the
implementation of Dirichlet boundary values in the linear system in equation 3.1.30: Let

ID := {i ∈ {1, . . . ,N} : mi ∈ ΓD} (3.1.32)

denote the Dirichlet boundary DoFs. For each i ∈ ID set:

Mi = ei = (0, . . . , 0, 1, 0, . . . , 0); bi = g(mi). (3.1.33)

For Neumann boundary conditions we do not need to change anything: They are imposed by the varia-
tional formulation automatically, which is the reason to call them natural boundary conditions.

Final Discrete Solution: Formally, by inverting M we obtain a solution of the linear system in 3.1.30:

Ũ ≈ M−1b. (3.1.34)

Depending on the mesh size h, M can have many entries (up to O(106)). In general, one uses iterative
solvers that compute a solution step by step and improve it as the number of iterations increases. Well-
known iterative solvers are especially the Jacobi and Gauss-Seidel method. However, in practice one
rather uses preconditioned Krylov subspace methods, such as CG or GMRES, and for parallel computing
multigrid methods. In the implementation of our inversion algorithm we used CG. With Ũ we finally get
the solution of the real part of the lens mapping by a linear combination

ũh(z) =

N∑
j=1

ũ jφ j(z), (3.1.35)

and if we set
ũi = g(mi) (3.1.36)

for each Dirichlet DoF i ∈ ID.

Basic Funtional Analytic Properties of the Form a: For the latter a priori error estimation, we need a
brief resumee of the properties of the bilinear form a in equation 3.1.37:

a : H1(Ω) × H1(Ω)→ R, a(u,w) =

∫
Ω

A∇u · ∇wdz (3.1.37)

a is uniformly elliptic, i.e. there exists α > 0 such that

ξT A(z)ξ ≥ α||ξ||2 (3.1.38)

for all ξ ∈ R2, z ∈ Ω, since the matrix A in equation 3.1.9 is symmetric positive definite: It holds
〈Aξ, ξ〉 = r(x) > 0 for all ξ ∈ R2 and a continuous function r. If we restrict r on the compact set S 1 the
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restriction has a mimimum which we denote with β (β > 0). Then it holds
〈
A ξ
||ξ|| ,

ξ
||ξ||

〉
= r(ξ/||ξ||) ≥ β for

every ξ ∈ R2 and thus equation 3.1.38 is fullfilled.

Furthermore, a is coercive (or H1(Ω)-elliptic), i.e.

a(w,w) ≥ c||w||2 (3.1.39)

for all w ∈ H1(Ω) and a constant c > 0. This follows from the uniformly ellipticity using an idea of
Braess (cf. Braess [2013]): The uniform ellipticity causes a point-by-point estimation (for C1 functions):

A∇w · ∇w =
∑
i,k

aik∂iw∂kw ≥ α
∑

i

(∂iw)2. (3.1.40)

Integration yields (since α ≥ 0)

a(w,w) ≥
∑

i

∫
Ω

(∂iw)2dz = α|w|21 (3.1.41)

for w ∈ H1(Ω). Due to Friedrich’s inequality (Rektorys [2012], Braess [2013]) the seminorm |.|1 and the
norm ||.||1 are equivalent on H1

0 , which gives us

α|w|21 ≥ c||w||21 (3.1.42)

for some constant c > 0. So the form a coming from the variational formulation of the Beltrami equation
is an H1-elliptic bilinear form on H1

0(Ω).

As a last property we show the continuity of a by showing boundedness, again using an idea of Braess
(cf. Braess [2013]): Let us define the generic constant c := sup{|aik(z)|; z ∈ Ω, 1 ≤ i, k ≤ 2}. Using the
Cauchy-Schwarz inequality we get∣∣∣∣∣∑

i,k

∫
Ω

aik∂iu∂kwdz
∣∣∣∣∣ ≤ c ·

∑
ik

∫
Ω

|∂iu∂kw|dz (3.1.43)

≤ c ·
∑

ik

(∫
Ω

(∂iu)2dz
∫

Ω

(∂kw)2dz
)2

(3.1.44)

≤ C|u|1 · |w|1 (3.1.45)

with C = cn2 as energy norm of a (cf. Braess [2013, chapter 2.4]. The equivalence of |.|1 and ||.||1 used
in the proof of coercivity then gives us the continuity of a on H1

0(Ω).

A Priori Error Estimation: As we just proved a is bounded and coercive. Thus, we can apply Cea’s
lemma (cf. Cea [1964]) to our problem, which states that

||∇(u − uh)|| ≤ C inf
wh∈Vh

||∇(u − wh)||. (3.1.46)

Assuming that the exact solution u is in H2(Ω), we can get a better estimate for the later implementation
by introducing the nodal interpolation operator

Πh : H2(Ω)→ Vh (3.1.47)

with
||∇(u − Πhu)|| ≤ Ch||u||2,2 (3.1.48)

for all u ∈ H2(Ω). Combining 3.1.48 with the statement of Cea’s lemma yields

||∇(u − uh)|| ≤ Ch||u||2,2. (3.1.49)

36



Figure 11: Cubic 2D quadrature formula on the reference cell K̂ used in our implementation, figure from
Deng [2017]

Assembly Process: As we have seen, the elements of the stiffness matrix M are obtained by integration
over the whole domain Ω. This integral can be decomposed into the sum of integrals over the singular
simplices of the triangulation:

Mi j =

∫
Ω

∑
k,l

akl∂kφ j∂lφidz =
∑

K∈Th

∫
K

∑
k,l

akl∂kφ j∂lφidz. (3.1.50)

We have the options to calculate the integrals directly on the cell K or to transform the integral to a
reference cell K̂ (K̂ = {(x, y) ∈ R2 | 0 ≤ x, y ≤ 1} in our case). The second way is more favorable
for the implementation of FEM. After an affine transformation to K̂, one can apply a quadrature for-
mula implemented for the reference element. However, one must look at how the terms in the integrals
transform:

FK : K̂ → K, z 7→ AKz + bK . (3.1.51)

Using a two-dimensional quadrature formula we obtain for the integral over a cell K∫
K

∑
k,l

akl∂kφ j∂lφidz =

∫
K

∑
k,l

akl∂kφ j(FK(ẑ))∂lφi(FK(ẑ))|det(AK)|dẑ (3.1.52)

≈
∑

q

wq

∑
k,l

akl∂kφ j(zq)∂lφi(zq)|det(AK)|dẑ (3.1.53)

with quadrature points zq = FK(ẑq) and weights wq. Here, we used the transformation theorem to shift
the integration to the reference element. In our implementation, we use a cubic 2D quadrature formula
as shown in figure 11.

3.1.3 Derivation of Shear and Convergence

In the following we use qn to denote the approximated solution for a quantity q computed with a mesh
width of h(n). As only regular square meshes having 2n boundary faces per coordinate direction are
considered in chapter 4, we use n ∈ N to denote the resolution of our computation. From the computed
lens mapping f n = un + ivn with resolution n we can easily deduce the shear and convergence fields as
discrete derivatives of f n:

κn = 1 − f n
z = 1 −

1
2

(
∂n

2x − i∂n
2y

)
f n =

(
1 −

1
2

(
un

x + vn
y

))
+ i

(
1
2

(
vn

x − un
y

))
, (3.1.54)

γn = γn
1 + iγn

2 = f n
z =

1
2

(
∂n

2x + i∂n
2y

)
f n =

1
2

(
un

x − vn
y

)
+ i

(
1
2

(
vn

x + un
y

))
. (3.1.55)
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Here, ∂n
2x and ∂n

2y denote the central difference operators in x- or y-direction, respectively. They are
defined by

δn
2xq(xi, yi) :=

q(xi+1, yi) − q(xi−1, yi)
2h(n)

(3.1.56)

and
δn

2yq(xi, yi) :=
q(xi, yi+1) − q(xi, yi−1)

2h(n)
(3.1.57)

for some quantity q defined on the mesh with fineness h(n) and a point (xi, yi) on it. For the boundaries
forward/backward approximations are used, which consider only the difference of the function values in
positive or negative direction. Due to

δn
2xq − qx = O(h2(n))), (3.1.58)

un → u and vn → v for n→ ∞ or h→ 0, respectively. Thus, in the limit we obtain

κn → 1 −
1
2

(
ux + vy

)
for n→ ∞, (3.1.59)

γn
1 →

1
2

(
ux − vy

)
for n→ ∞, (3.1.60)

γn
2 →

1
2

(
vx + uy

)
for n→ ∞. (3.1.61)

Since κ is a real quantity, apart from the difference

g − gn = g − γn/(1 − κn), (3.1.62)

the imaginary part of κn

Im(κn) =
1
2

(
vn

x − un
y

)
(3.1.63)

can be used to estimate the quality of our computed solution for a certain resolution n.

3.1.4 Derivation of the Lensing Potential

As usual, the lensing potential is determined by solving the Poisson equation with κ as inhomogeneity:

∆Ψ = 2κ. (3.1.64)

However, this equation has only an unique solution if suitable boundary conditions for Ψ are specified.
Since our algorithm computes the deflection field α = (α1, α2) and only afterwards κ, we know α on ∂Ω.
As the normal field n = (n1, n2) is given by ∂Ω, we can specify Neumann boundary conditions for Ψ by

∂Ψ

∂n
= n · ∇Ψ = n1Ψx + n2Ψy = n1α1 + n2α2 (3.1.65)

and solve equation 3.1.64 with these boundary conditions, e.g. with a finite element approach again.
Thus, we use the information obtained from the calculation of α to uniquely determine Ψ.
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3.1.5 Comparison with the KS 93 Inversion Algorithm and its Extensions

The standard KS 93 inversion algorithm introduced in the introduction (with zero-padding) is as follows:

Algorithm 2 Standard KS 93 inversion algorithm (with zero-padding)
Input: maps of the shear components γ1 and γ2
Output: convergence map κ

1: γ1,pad := PAD(γ1) γ2,pad := PAD(γ2) . zero-padding of the shear maps
2: γ̃1,pad = FFT(γ1,pad) γ̃2,pad = FFT(γ2,pad) . Fast Fourier Transform (FFT) of shear components

3: D̃1(k1, k2) =
k2

1−k2
2

k2
1+k2

2
D̃2(k1, k2) =

2k1k2
k2

1+k2
2

. computation of the kernel on the zero-padded grid

4: κ̃pad = D̃1 · γ̃1,pad + D̃2 · γ̃2,pad . FFT of the convergence map
5: κpad = FFT−1(κ̃pad) . inverse FFT of the convergence map
6: κ = CROP(κpad) . cropping out the zero padded region

We now want to compare this algorithm with our proposed algorithm 1. To do this, we consider the
following three points of comparison:

Boundary Conditions: As already mentioned in the introduction, the KS 93 algorithm has the disadvan-
tage that the Fourier transform results as an integral over the entire R2 while observed fields are always
finite. Extensions of the algorithm therefore always make assumptions about how the shear field γ be-
haves outside the observed field. Often one simply assumes that it disappears, e.g. in algorithm 2 we use
zero-padding to limit the artifacts due to periodic boundary conditions. Furthermore, we have assumed
κ0 = 0 in equation 1.2.19, which gives us κ̂(0) = 0 if the angular size of the observed shear field is
sufficiently large, so that the mean convergence across the data field is approximated to zero. Otherwise,
one must explicitly account for the boundary conditions imposed by the observed shear field to perform
a mass reconstruction on a finite field (e.g. Kaiser et al. [1995], Seitz and Schneider [1995], Bartelmann
et al. [1996], Seitz and Schneider [1996], Umetsu and Futamase [2000]).

However, if these assumptions cannot be made, algorithm 2 may not provide a suitable result. For
our proposed algorithm, one does not need to make assumptions about the shear field γ outside the
observed domain, but does need to make appropriate assumptions about the deflection field α at the
boundary. Here one has to specify either Dirichlet or Neumann boundary conditions for each section of
the boundary. These boundary conditions for α can then be translated into boundary conditions for f .
Dirichlet boundary conditions must be physically motivated, since they cannot be measured directly. For
instance, if we can assume that the deflection field vanishes on the boundary, one obtains

f (z) = z, u(z) = x, v(z) = y (3.1.66)

for z = x + iy ∈ ∂Ω. For Neumann boundary conditions one obtains for the real part u of f

∂u
∂n

= n1ux + n2uy = n1(1 − α1,x) − n2α1,y = n1(1 − κ − γ1) − n2γ2, (3.1.67)

and for the imaginary part v

∂v
∂n

= n1vx + n2vy = −n1α2,x + n2(1 − α2,y) = −n1γ2 + n2(1 + κ − γ1). (3.1.68)

In the weak lensing limit these conditions can be approximated as

∂u
∂n

= n1 (3.1.69)

and
∂v
∂n

= n2. (3.1.70)
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As we will see in chapter 4 the computed lens mapping f n assuming approximated Neumann boundary
conditions still provides a good result for the actual f .

In summary, depending on the boundary conditions and assumptions that can be made about κ0, κ, γ and
α, one algorithm is more suitable than the other.

Non-Linear Regime: The standard KS 93 algorithm relates the convergence to the shear map, and
in particular not to the reduced shear g, which is in principle observable from the image ellipticities.
However, we can not measure γ1 and γ2 directly, apart from the weak lensing limit where |γ| � 1, |κ| � 1
and thus g ≈ γ. As pointed out by Meneghetti [2021], Kaiser, Seitz and Schneider thus generalized the
KS 93 algorithm to the non-linear but subcritical regime (outside the critical curves) by an iterative
approach. By replacing γ with (1 − κ)g we obtain from equation 1.2.15 an implicit integral equation

κ(θ) − κ0 =
1
π

∫
R2

[
D1(θ − θ′)g1(θ′)[1 − κ(θ′)] + D2(θ − θ′)g2(θ′)[1 − κ(θ′)]

]
d2θ′, (3.1.71)

which can be solved iteratively with initial value κ ≡ 0. The algorithm terminates when the result
becomes stable and we obtain the final convergence map. This means that ||κpos − κpre|| < ε should be
fullfilled after a finite number of iterations and ε chosen small enough. Due to norm equivalence, we
have not explicitly specified any norm here. Additionally, we have assumed κ0 = 0 in algorithm 3 as
usual for practical applications.

Algorithm 3 KS 93 inversion algorithm for the non-linear regime
Input: reduced shear map g (in principle observable)
Output: convergence map κ and maps of the shear components γ1 and γ2

1: κpre ≡ 0 . initialisation
2: κpos = KS 93((1 − κpre)g1, (1 − κpre)g2)
3: while (||κpre(θ) − κpos(θ)|| ≥ ε) do . termination condition
4: κpre = κpos
5: κpos = KS 93((1 − κpre)g1, (1 − κpre)g2)
6: end while
7: κ = κpos; γ1 = (1 − κpos)g1 and γ2 = (1 − κpos)g2

Unfortunately, we could not find any rigorous convergence statements for this method in the literature,
unless the statement, that the method usually converges (cf. Meneghetti [2021]). Furthermore, an esti-
mation using Banach’s fixed point theorem was not successful.

Our algorithm avoids this difficulty by directly calculating the lens mapping f by means of g, from which
one can infer κ and γ: We do not need to distinguish between the linear and non-linear regime. Moreover,
given suitable boundary conditions, f h always converges to f for h→ 0 and thus κh to κ. In comparison,
each iteration step in algorithm 3 introduces an error by applying the KS 93 algorithm, which calculates
the corresponding integral over a restricted subset of R2 instead of over the entire plane.

Mass-Sheet Degeneracy: According to Umetsu et al. [1999] equation 3.1.71 can be formally expressed
as a power series expansion

κ(θ) − κ0 = (1 − κ0)
(
Ĝ − Ĝ ◦ Ĝ + Ĝ ◦ Ĝ ◦ Ĝ − · · ·

)
= (1 − κ0)

∞∑
n=1

(−1)n−1Ĝn, (3.1.72)

where Ĝ denotes the convolution operator defined by

Ĝ(θ, θ′) :=
1
π

∫
d2θ′D∗(θ − θ′)g(θ′) × . (3.1.73)
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This is the same idea on which the van Cittert deconvolution in image processing is based. The operator
Ĝ(θ, θ′) acts on a function of the variable θ′. If one approximates this power series expansion to first
order in the weak lensing limit, one just obtains the standard KS 93 algorithm. It can be seen explicitly
from equation 3.1.72 that non-linear mass reconstructions suffer from the mass-sheet degeneracy: As κ
in equation 3.1.72 depends only on g, it does not change under the transformation of κ in equation 1.1.20!

We avoid the mass-sheet degeneracy by determining κ (and γ) via the detour over α or f respectively. As
linear combinations of the derivatives of the deflection field, κ (and γ) are uniquely determined by f . f
again is uniquely determined from g by assuming suitable boundary conditions. Thus, we do not need
an additional, independent measurement, e.g. the magnification, to break the mass-sheet degeneracy.
However, we need to assume appropriate boundary conditions for the deflection field, which we can not
measure directly. This is the main disadvantage of our method.

Note that we did not compared our proposed algorithms with the class of mass inversion algorithms
that uses maximum-likelihood and Bayesian approaches to obtain κ and its error covariance matrix from
weak lensing data (e.g Bartelmann et al. [1996], Bradač et al. [2006], Merten et al. [2009]).

3.1.6 Concrete Implementation

For the implementation of algorithm 1 we used HiFlow3. HiFlow3 is a multi-purpose finite element
software written in C++ providing powerful tools for efficient and accurate solution of a wide range of
problems modeled by PDEs 1. In particular, it provides routines for:

1. read and modify triangulations Γh

2. setup finite element space Vh

3. linear algebra objects

4. assembly routines for building the stiffness matrix M and right hand side vector b

5. linear solvers like CG and GMRES

6. post-processing routines

7. creation of visualization files for the computed solution

With these routines, all we essentially need to do for the implementation of algorithm 1 is the following:

1. provide an initial triangulation Γh of our domain Ω with mesh width h

2. calculate the matrix A at each node of our triangulation based on the Beltrami coefficient µ = −g
at that node

3. code the variational formulation of our two elliptic PDEs for u and v

4. code the boundary conditions (Dirichlet, Neumann or mixed)

5. obtain κ and γ by a simple derivation of the lens mapping f = u + iv

As solver for the resulting linear system we used CG with no preconditioning since the stiffness matrix
M is symmetric, positive definite due to the ellipticity of the PDEs. The assembly process of M was
done using a cubic 2D quadrature formula on each reference cell K̂ = {(x, y) ∈ R2 | 0 ≤ x, y ≤ 1}. The
visualisation process was done using the VTU file format, ParaView and the Python library matplotlib.
For the evaluation and comparison with algorithms 2 and 3 we made use of Python 2.

1The source code can be found under https://emcl-gitlab.iwr.uni-heidelberg.de/hiflow3.org/hiflow3/.
2The complete code base for algorithm 1 can be found at https://github.com/JanJakob1/BSc_thesis. It also contains
instructions for setup and running the code.
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3.1.7 Further Approaches

Instead of computing the planar q.c. mapping f by reducing it to two elliptic PDEs for real and imaginary
part, f can also be obtained with all those algorithms from the literature that compute q.c. mappings
between two domains in C. Even by reduction of f to two elliptic PDEs, these do not have to be solved
using FEM, e.g. Chun and Lui [2013] proposes a different approach using a so-called linear Beltrami
solver. However, the author developed his own solution and implemented the algorithm himself, since
source code of other projects was not publicly or only partially publicly available and authors left requests
unanswered.

3.2 Proposed Inversion Algorithm for Curved Fields

To date weak gravitational lensing surveys have typically been restricted to small fields of view, such
that the flat-sky approximation has been sufficiently satisfied (CFHTLenS Collaboration et al. [2013],
Vikram et al. [2015], Chang et al. [2015]). In fact, as shown in Wallis et al. [2021], the gain in moving
from flat-sky to curved-sky is very marginal in the case where the data is on the order of 100 deg2. How-
ever, inversion methods for large areas of the sky, where the plane sky approximation can not be longer
be assumed, have become highly relevant with Stage IV surveys (e.g. LSST and Euclid). Imminent, ex-
tending mass-mapping techniques to the sphere is a fundamental necessity for such surveys. Therefore,
we assume in the following the field of view to be sufficiently large to warrant a curved-sky treatment.

It is natural to ask whether the results of the planar case can be generalized to the curved-sky treatment:
If the plane sky approximation is considered as a coordinate chart around a given point on the curved
surface, the Beltrami equation holds locally in this chart. Globally, however, a flat-sky treatment provides
not an adequate description, since the field of view is too large. Therefore, from a differential geometric
perspective, it makes sense to try to describe the lens mapping f as a q.c. mapping between curved
surfaces. To do this, we use the notion of a Beltrami differential introduced above. In each chart then the
flat-sky approximation holds and f should locally satisfy the Beltrami equation.

3.2.1 Review of DES Inversion Algorithm

We want to give a short summary of an inversion algorithm for the curved-sky treatment, which was
used in the evaluation of the dark energy survey year 1 results (DES Collaboration et al. [2018]). The
idea is to generalize the classical Helmholtz decomposition to spherical coordinates by decomposing the
spin-2 field γ into a curl-free and divergence-free component. This is done using spin-weighted spheri-
cal harmonics. The curl-free component corresponds to the convergene, which is also referred to as the
E-mode convergence field κE . The divergence-free component, which we refer to as κB, is expected to be
negligible compared to κE for gravitational lensing. However, due to noise and systematics in the shear
estimates κB does not necessarily vanish. We sketch below the formalism of converting between κ and γ
as well as the deflection field α and the lensing potential Ψ. For detailed derivations, we refer to Castro
et al. [2005], Bartelmann [2010] and Wallis et al. [2021].

We start with expanding the (spin-0) lensing potential Ψ at a given comoving distance χ in spherical
harmonics:

Ψ(χ) =
∑
lm

Ψlm(ξ)0Ylm(θ, φ), (3.2.1)

with coefficients
Ψlm(χ) =

∫
dΩΨ(χ)0Y∗lm(θ, φ). (3.2.2)

0Ylm = Ylm is the spin-0 spherical harmonic basis set and Ψlm(χ) are the corresponding coefficients. For
simplicity we will omit χ in our notation below. To derive the spherical harmonic representation of shear

42



and convergence, we use the raising and lowering operators ð and ð̄. This gives us for the convergence

κ =
1
4

(ðð̄ + ð̄ð)Ψ, (3.2.3)

and for the shear
γ = γ1 + iγ2 =

1
2
ðð̄Ψ. (3.2.4)

Here, ð and ð̄ act on the spin-weighted spherical harmonics sYlm following a certain set of rules (see e.g.
Castro et al. [2005]). Since κ is a spin-0 and γ a spin-2 quantity, we obtain

κ = κE + iκB =
∑
lm

(κ̂E,lm + iκ̂B,lm)0Ylm,

γ = γ1 + iγ2 =
∑
lm

γ̂lm 2Ylm. (3.2.5)

Combining these equations with 3.2.3 and 3.2.4 yields

κ̂E,lm + iκ̂B,lm = −
1
2

l(l + 1)Ψlm, (3.2.6)

γ̂lm = γ̂E,lm + iγ̂B,lm

=
1
2

[l(l + 1)(l − 1)(l + 2)]
1
2 Ψlm

= −

√
(l + 2)(l − 1)

l(l + 1)
(κ̂E,lm + iκ̂B,lm). (3.2.7)

We see: Analogously to the planar case we can convert between the three fields κ, γ and Ψ by manipulat-
ing their spherical harmonics decompositions. These expressions generalize the usual KS formalism: In
the flat-sky limit, we have ð→ ∂ and the spin-weighted spherical harmonics are replaced by the Fourier
transform: ∑

lm

ΨlmYlm →

∫
d2l

(2π)2 Ψ(l)eil·θ. (3.2.8)

This gives just the well-known relation between κ and γ from the introduction. Additionally, one can
derive the deflection field α in a similar fashion. Since α is the first derivative of Ψ,

α = α1 + iα2 = ðΨ (3.2.9)

is a spin-1 field. Thus is can be expressed as

α =
∑
lm

α̂lmYlm. (3.2.10)

Carrying through the derivation yields for the coefficients

α̂lm = [l(l + 1)]
1
2 Ψlm. (3.2.11)

Analogously to the other coefficients, α̂lm is again related to the other lensing quantities via a linear
operation in the spin-harmonic space. So from the measurement of γ one can construct directly the other
quantities using the above formalism, in particular κ.
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3.2.2 Approach for a Inversion Algorithm for Curved Fields Using Quasi-Conformal Geometry

Our goal is to examine whether for curved fields the lens mapping f can be described as a q.c. mapping
similiar to the planar case. Let therefore S be a connected subset of the celestical sphere. S should be
large enough, such that the flat-sky approximation is not sufficiently satisfied. However, in a neighbour-
hood around an arbitrary point p ∈ S the flat-sky approximation still provides an suitable description of
the lensing mapping. To make this idea more concrete we first want to give a mathematically description
of the flat-sky approximation:

Flat-Sky Approximation: Let the celestical sphere S2 be centered around the origin, i.e. the the center
of the sphere should coincide with the origin. Since any arbitrary point p ∈ S2 can be identified with
the north pole (0, 0, 1) after rotation, we can assume p = (0, 0, 1). Consider a point p′ ∈ S2 lying in a
neighbourhood of p. Using spherical coordinates p′ can be parametrized by the two angles θ and φ as
shown in figure 12. From simple geometrical considerations in the right picture of figure 12 we get that
p′ = (θ, φ) corresponds to the point (tan(θ)cos(φ), tan(θ)sin(φ)) in the z = 1 plane.

Figure 12: Illustration of the flat-sky approximation, figure from Komatsu [2017]

Thus, the flat-sky approximation can be described by the following mapping:

σ : S2 → R2, p′ = (θ, φ) 7→ (tan(θ)cos(φ), tan(θ)sin(φ)). (3.2.12)

The angle θ should be small in the flat-sky approximation, which yields in the first order:

ψ : S2 → R2, p′ = (θ, φ) 7→ (θ cos(φ), θ sin(φ)). (3.2.13)

Conversly, for the inverse mapping of σ we obtain

σ−1 : R2 → S2, (x, y) 7→


(
arctan(

√
x2 + y2), arctan(y/x)

)
if x , 0(

arctan(
√

x2 + y2), π/2
)

if x = 0, y , 0

(0, 0) if x = 0, y = 0

, (3.2.14)

and for ψ accordingly:

ψ−1 : R2 → S2, (x, y) 7→


(√

x2 + y2, arctan(y/x)
)

if x , 0(√
x2 + y2, π/2

)
if x = 0, y , 0

(0, 0) if x = 0, y = 0

. (3.2.15)

By using the identities cos(arctan(x)) = 1√
1+x2

and sin(arctan(x)) = x√
1+x2

we can check

(σ ◦ σ−1)(x, y) =
(
tan(arctan(

√
x2 + y2))cos(arctan(y/x)), tan(arctan(

√
x2 + y2))sin(arctan(y/x))

)
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=

(
√

x2 + y2 1
√

1 + (y/x)2
,
√

x2 + y2 y/x
√

1 + (y/x)2

)
= (x, y) (3.2.16)

for x , 0 and

(σ ◦ σ−1)(x, y) =
(
tan(arctan(

√
x2 + y2))cos(π/2), tan(arctan(

√
x2 + y2))sin(π/2)

)
=

(
0,
√

x2 + y2
)

= (x, y) (3.2.17)

for x = 0 but y , 0. The case (x, y) = (0, 0) is trivially satisfied. On the other hand:

(σ−1 ◦ σ)(θ, φ) =
(
arctan(

√
(tan(θ)cos(φ))2 + (tan(θ)sin(φ))2), arctan((tan(θ)sin(φ))/(tan(θ)cos(φ)))

)
= (θ, φ) (3.2.18)

for θ , 0. Analogously one obtains for θ = 0 the point (0, 0). The same applies to ψ, which we do not
want to show explicitly here.

Complex Atlas on S : We now want to construct an atlas AS on S using 3.2.13 as chart mapping. Let
us start with the construction of the chart domains: LetM be an empty set and ε � 1 be a small angle.
We choose an arbitrary point p = (θ, ψ) ∈ S , add p toM, and from p consider the four points (θ − ε, φ),
(θ + ε, φ), (θ, φ − ε) and (θ, φ + ε) ∈ S2. We add each of these four points toM if it is contained in S . In
this way we get a grid on S , which is shown in figure 13.

Figure 13: Illustration of the area S . Two adjacent lines of longitude and latitude have an angular distance
of ε. The set of all intersections of longitude and latitude within the olive-colored area corresponds to
the setM. The red-colored square represents one coordinate domain on S .

As chart domains forAS we choose the following open neighborhoods Up for all p = (θp, φp) ∈ M:

Up := {p′ = (θ′, φ′) ∈ S | θ′ − θp < ε/2 + δ and φ′ − φp < ε/2 + δ}. (3.2.19)

δ is a positive constant, which in principle can be chosen freely. However, we assume δ to be small
enough (δ � ε/2). It ensures that two adjacent chart domains overlap. As complex chart we then pick

ψp : Up → ψp(Up) ⊂ C, p′ = (θ′, φ′) 7→ (θ′ − θp)cos(φ′ − φp) + i(θ′ − θp)sin(φ′ − φp). (3.2.20)

We used the above approximation for small angles θ. We need the subtraction with θp or φp because we
consider the tangent plane at p and the point p′ = p should correspond to the point z = 0 in C. As inverse
map we obtain

ψ−1
p : ψp(Up) ⊂ C→ Up, z = x + iy 7→


(√

x2 + y2 + θp, arctan(y/x) + φp
)

if x , 0(√
x2 + y2 + θp, π/2 + φp

)
if x = 0, y , 0

(θp, φp) if x = 0, y = 0

. (3.2.21)
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Analogously to above, one calculates that ψp ◦ψ
−1
p = idψp(Up) and ψ−1

p ◦ψp = idUp . Thus, φp is a complex
chart and the setAS = {ψp | p ∈ M} defines a complex atlas on S .

Conformal Structure on S : We want to check whether AS is conformal. Let therefore ψp : Up →

ψp(Up) and ψq : Uq → ψq(Uq) be two complex charts. Without loss of generality we only need to
investigate the case q = (θp − ε, φp − ε). The transition function ψq ◦ ψ

−1
p

ψq ◦ ψ
−1
p : ψp(Up ∩ Uq)→ ψq(Up ∩ Uq),

z = x + iy 7→


(
√

x2 + y2 + ε)cos(arctan(y/x) + ε) + i(
√

x2 + y2 + ε)sin(arctan(y/x) + ε) if x , 0
(
√

x2 + y2 + ε)cos(π/2 + ε) + i(
√

x2 + y2 + ε)sin(π/2 + ε) if x = 0, y , 0
ε(cos(ε) + i sin(ε)) if x = 0, y = 0

,

(3.2.22)

is then bijective with inverse ψp ◦ ψ
−1
q given by

ψp ◦ ψ
−1
q : ψq(Up ∩ Uq)→ ψp(Up ∩ Uq),

z = x + iy 7→


(
√

x2 + y2 − ε)cos(arctan(y/x) − ε) + i(
√

x2 + y2 − ε)sin(arctan(y/x) − ε) if x , 0
(
√

x2 + y2 − ε)cos(π/2 − ε) + i(
√

x2 + y2 − ε)sin(π/2 − ε) if x = 0, y , 0
−ε(cos(ε) − i sin(ε)) if x = 0, y = 0

.

(3.2.23)

Since ψp ◦ψ
−1
q and ψq ◦ψ

−1
p are smooth when regarded as functions on R2, for holomorphy we only need

to check whether the Cauchy-Riemann equations are fullfilled:

∂Re(ψp ◦ ψ
−1
q )

∂x
−
∂Im(ψp ◦ ψ

−1
q )

∂y
= ε

−x cos (ε + arctan (y/x)) + y sin (ε + arctan (y/x))
x2 + y2 , 0, (3.2.24)

∂Re(ψp ◦ ψ
−1
q )

∂y
+
∂Im(ψp ◦ ψ

−1
q )

∂x
= −ε

x sin (ε + arctan (y/x)) + y cos (ε + arctan (y/x))
x2 + y2 , 0, (3.2.25)

and accordingly:

∂Re(ψq ◦ ψ
−1
p )

∂x
−
∂Im(ψq ◦ ψ

−1
p )

∂y
= ε

x cos (ε − arctan (y/x)) + y sin (ε − arctan (y/x))
x2 + y2 , 0, (3.2.26)

∂Re(ψq ◦ ψ
−1
p )

∂x
−
∂Im(ψq ◦ ψ

−1
p )

∂y
= ε

−x sin (ε − arctan (y/x)) + y cos (ε − arctan (y/x))
x2 + y2 , 0. (3.2.27)

So in general the transition functions are not holomorphic. However, the denominator is bounded below
as Up overlaps with Uq only in the area {(θ, φ) | θp − ε/2 − δ < θ < θp + ε/2 + δ, φp − ε/2 − δ <

φ < φp − ε/2 + δ}. Thus, the quality of our conformal structure is determined how large we chose our
domains Up, which depend on ε and δ. Unfortunately, we were not able to make a concrete estimate of
the difference upwards, since x and y both depend on ε.

For q = (θp, φp−ε) and q = (θp, φp +ε) the Cauchy-Riemann equations are fullfilled for both ψq◦ψ
−1
p and

ψp ◦ ψ
−1
q . If our area on the celestial sphere therefore corresponds to a narrow long strip with extension

along one degree of latitude as illustrated in figure 14, we can model this area as a Riemann surface by
means of the flat-sky approximation.
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Figure 14: Illustration of a narrow strip with extension along one degree of latitude

Isothermal Coordinates on S : We want to investigate whether the ψp are isothermal coordinate charts.
To do this, we first calculate the two tangent vectors as in the example of the stereographic mapping. For
simplification we consider the mapping ψ−1 defined in equation 3.2.15 and the case x , 0, since the two
cases for x = 0 follow analogously. A point (x, y) ∈ R2 corresponds then to the point

X =
(
sin(
√

x2 + y2)cos(arctan(y/x)), sin(
√

x2 + y2)sin(arctan(y/x)), cos(
√

x2 + y2)
)

=

(
sin(
√

x2 + y2)
x

√
x2 + y2

, sin(
√

x2 + y2)
y

√
x2 + y2

, cos(
√

x2 + y2)
)
∈ S2 ⊂ R3. (3.2.28)

If we compute the scalar product of the tangent vectors X1 = ∂X
∂x and X2 = ∂X

∂y we obtain

X1 · X2 =
xy

(
x2 + y2 − sin2

( √
x2 + y2

))
x4 + 2x2y2 + y4 , 0. (3.2.29)

Thus, the flat-sky approximation provides no isothermal coordinates in contrast to the stereographic map-
ping. This can also be intuitively justified: The two coordinate mappings of the stereographic projection
are biholomorphic, in particular conformal, i.e. angle-preserving. Infinitesimal squares are therefore
mapped to infinitesimal squares again. As we have seen, for the flat-sky approximation this biholomor-
phism is not given.

Beltrami Differential on S : For the description of the lens mapping f as q.c. mapping we need to define
a suitable Beltrami differential µ dz

dz on S . Therefore, we work with definition 2 of the Beltrami differential
from chapter 2.4.2. Each chart (Up, ψp) is assigned a function µp : ψp(Up)→ C, zp 7→ µp(zp), such that
the transformation rule

µp
dzp

dzq
= µq

dzp

dzq
(3.2.30)

holds on the part of the domain Up, which is also covered by the chart (Uq, ψq). µp must be related to the
reduced shear field g : S |Up → C on Up, since ψp ◦ f ◦ ψ−1

p should satisfies the Beltrami equation with
Beltrami coefficient µp = −g(ψ−1

p (zp)) in the coordinates zp. As ansatz for µp we therefore choose

µp(zp) := −g(ψ−1
p (zp)). (3.2.31)

We first try to show the transformation rule for the special case that S is the narrow long strip shown in
figure 14. It holds

µp(zp) = −g(ψ−1
p (zp)) = −g((ψ−1

q ◦ ψq ◦ ψ
−1
p )(zp)) = −g(ψ−1

q (zq)) = µq(zq), (3.2.32)

since the transition function ψq◦ψ
−1
p transforms the coordinate zp to the coordinate zq. For the derivatives

of ψq ◦ ψ
−1
p we obtain

(ψq ◦ ψ
−1
p )′(zp)

(ψq ◦ ψ
−1
p )′(zp)

= e−2iε . (3.2.33)
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In summary:
µp(zp) = µq(zq)e−2iε ' µq(zq)(1 − 2iε + . . .). (3.2.34)

Thus, for ε small enough, we can assume in first approximation that µ defined in this way represents a
Beltrami differential. As mentioned in chapter 2.4.2, this example shows that due to |e−2iε | = 1 z 7→ |µ(z)|
is a well-defined function on S.

In the general case equation 3.2.33 is not true and can also not be approximated by a Taylor series
expansion to 1 for small ε:

(ψq◦ψ−1
p )′(zp)

(ψq◦ψ−1
p )′(zp)

=
εy sin(ε+atan( y

x ))+iεy cos(ε+atan( y
x ))−ix

√
x2+y2 sin(ε+atan( y

x ))+x
√

x2+y2 cos(ε+atan( y
x ))+y

√
x2+y2 sin(ε+atan( y

x ))+iy
√

x2+y2 cos(ε+atan( y
x ))

εy sin(ε+atan( y
x ))−iεy cos(ε+atan( y

x ))+ix
√

x2+y2 sin(ε+atan( y
x ))+x

√
x2+y2 cos(ε+atan( y

x ))+y
√

x2+y2 sin(ε+atan( y
x ))−iy

√
x2+y2 cos(ε+atan( y

x ))
.

(3.2.35)

However, ε → 0 yields (ψq◦ψ
−1
p )′(zp)

(ψq◦ψ
−1
p )′(zp)

→ 1 and thus the transformation rule is fullfilled in the limit of ε → 0.

Quasi-Conformal Mapping on S : We now come to the actual goal of our previous considerations: As
mentioned in the introduction, we want to regard f as q.c. mapping on S . For this we first consider only
one chart (Up, ψp). Since by construction we have chosen Up to be small, ψp ◦ f ◦ ψ−1

p just satisfies the
Beltrami equation with Beltrami coefficient given by equation 3.2.31:

∂(ψp ◦ f ◦ ψ−1
p )

∂z
= −g(ψ−1

p (zp))
∂(ψp ◦ f ◦ ψ−1

p )

∂z
. (3.2.36)

This applies to all p ∈ M and independent of the concrete form of S . We have therefore chosen the flat-
sky approximation as chart mapping such that f locally satisfies the Beltrami equation, i.e. ψp ◦ f ◦ ψ−1

p
fullfills the Beltrami equation on Up for all p ∈ M.

However, in order to understand f as a q.c. mapping on S , this is still not sufficient, as the definition in
section 2.4.3 shows: We must additionally require that fpq := ψq ◦ f ◦ ψ−1

p is q.c. associated with µp
dzp
dzp

(assuming that Up and Uq overlap). As above, we first consider the case where S is the narrow long strip
from figure 14. In this case S can be modeled by the flat-sky approximation as a Riemann surface with
a well-defined Beltrami differential in first approximation. By means of the chain rule we obtain:

∂(ψq ◦ f ◦ ψ−1
p )

∂z
=
∂(ψq ◦ f ◦ ψ−1

q ◦ ψq ◦ ψ
−1
p )

∂z

=
∂(ψq ◦ ψ

−1
p )

∂z

∂(ψq ◦ f ◦ ψ−1
q )

∂z

=
∂(ψq ◦ ψ

−1
p )

∂z
µq(zq)

∂(ψq ◦ f ◦ ψ−1
q )

∂z

= µq(zq)
∂(ψq ◦ ψ

−1
p )

∂z

∂(ψq ◦ f ◦ ψ−1
p ◦ ψp ◦ ψ

−1
q )

∂z

= µq(zq)
∂(ψq ◦ ψ

−1
p )

∂z

∂(ψp ◦ ψ
−1
q )

∂z

∂(ψq ◦ f ◦ ψ−1
p )

∂z

= µq(zq)
(ψq ◦ ψ

−1
p )′

(ψq ◦ ψ
−1
p )′

∂(ψq ◦ f ◦ ψ−1
p )

∂z

= µp(zp)e−2iε ∂(ψq ◦ f ◦ ψ−1
p )

∂z
(3.2.37)

' µp(zp)
∂(ψq ◦ f ◦ ψ−1

p )

∂z
. (3.2.38)

Here, we have used the fact that fqq just satisfies the Beltrami equation and made use of the transfor-
mation rule for the Beltrami differential in the second last step. The equality in the last step is finally
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obtained by the above Taylor approximation for small ε.

If we consider general areas S , the above transformations are valid up to equation 3.2.37, where we need
to replace the factor e2iε by the more general expression 3.2.35. Since this expression cannot (probably)
be Taylor approximated for small ε, however, the last equality does not hold. Only in the limit ε → 0
one obtains equality as described above.

Computation of the Lens Mapping f : We restrict ourselves to the case where S is the narrow strip from
figure 14. Otherwise, it is difficult to estimate to what extent the compatibility equations are satisfied and
f can then be modeled as a well-defined q.c. mapping. For the case of a narrow strip, however, this is
satisfied to first approximation and we can assume a well-posed problem: Compute the q.c. mapping f
associated to the Beltrami differential defined by equation 3.2.31 from g. This can be done with methods
from computational quasi-conformal geometry (cf. section 2.5). The choice of the concrete algorithm
for computing f depends on the concrete topology of S . The implementation of such an algorithm for
narrow strips will be the topic of future work.

Summary: For general areas S ⊂ S2 of the celestical sphere the lens mapping cannot be descriped as a
well-defined q.c. mapping on S with Beltrami differential given by the reduced shear map g on S . Only
in the limit ε → 0 the corresponding compatibility equations are fullfilled. However, if S is a narrow
strip with extension along one degree of latitude, it can be modelled using the flat-sky approximation as
Riemann surface and to first approximation we obtain a well-defined Beltrami differential and q.c. map-
ping f on S . f is in principle computable by methods from computational quasi-conformal geometry.
So in the case of a narrow strip we have an analogous situation to the planar case and can calculate the
lens mapping f directly from the reduced shear map g.

Outlook: At first glance, it is surprising that a narrow strip with extension along one degree of longitude
instead of latitude cannot be modeled in this way. Actually, we have proven this algebraically above and
forced by the choice of coordinates on the celestical sphere, but differential geometry is independent of
the choice of coordinates. So what distinguishes the east-west direction from the north-south direction?
We think it is the concrete choice of the prime meridian, which breaks the spherical symmetry and selects
a preferred direction. If one measures the reduced shear field on a ”tilted” strip in north-south direction,
one simply has to tilt the north pole or the zero meridian by 90◦. This allows us to consider the strip as
one in east-west direction and model it accordingly.

As the above modeling of the lens mapping f as q.c. mapping is applicable for arbitrary narrow strips
on the celestical sphere, a further question arises: Is it possible to compute f on a general area S of the
celestical sphere by reducing it to the computation of f on narrow strips, which overlap S ? On each
narrow strip the restriction of f can then be modelled as a q.c. mapping. On regions, where two strips
overlap, the two restrictions of f should then coincide. However, the main problem here are the boundary
values that one must assume when calculating f on each strip, and which one generally does not know.
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4 Results and Discussion

We first show the validity of algorithm 1 and the implementation described in section 3.1 by considering
two lenses for which one can give analytical expressions for the lens mapping and the reduced shear. We
then consider actual shear fields and apply our algorithm to them.

4.1 Schwarzschild Lens

As already mentioned in chapter 2 for the case of the Schwarzschild lens we obtain for the lens mapping

f (z) = z −
1
z

= x + iy −
1

x − iy
= x

(
1 −

1
x2 + y2

)
+ iy

(
1 −

1
x2 + y2

)
= u(x, y) + iv(x, y), (4.1.1)

and for the Beltrami coefficient

−g(z) = µ(z) =
1

z2 =
1

(x − iy)2 =
x2 − y2

(x2 + y2)2 + i
2xy

(x2 + y2)2 = ρ(x, y) + iτ(x, y). (4.1.2)

4.1.1 Dirichlet Boundary Conditions

For both real and imaginary part, we first assume Dirichlet boundary conditions, which follow directly
from equation 4.1.1. We compute un and vn using algorithm 1 for different resolutions n from n = 3 to
n = 8. As shown in figure 15, for n = 7, i.e. 27 = 128 cells per coordinate direction, we obtain an almost
complete agreement between actual and calculated lens mapping.

Figure 15: Schwarzschild lens: Comparison between actual lens mapping f = u + iv and calculated lens
mapping f 7 = u7 + iv7 with algorithm 1 for a resolution of n = 7 and Dirichlet boundary conditions.
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Here, the coordinate system was chosen such that the point (0, 0) coincides with the position of the point
mass in the lens plane. Additionally, we assumed our field of view Ω to be the square {z = x + iy | 2◦ ≤
x, y ≤ 3◦}, such that we are in the weak lensing regime and cross no critical curve. As shown in figure
16, the deviation between real and calculated lens mapping can also be quantified by plotting the L2 and
H1 error against each refinement order n, where

en
L2,w = ||w−wn||L2 =

(∫
Ω

(
w(z) − wn(z)

)2 dz
) 1

2

=

 ∑
K∈Tn(h)

∑
q

wq
(
w(zq) − wn(zq)

)2
|det(AK)|dẑ


1
2

, (4.1.3)

en
H1,w = ||∇(w−wn)||L2 =

(∫
Ω

|∇w(z) − ∇wn(z)|2dz
) 1

2

=

 ∑
K∈Tn(h)

∑
q

wq
(
∇w(zq) − ∇wn(zq)

)2
|det(AK)|dẑ


1
2

,

(4.1.4)
with w ∈ {u, v}. The errors en

L2,w
and en

H1,w
are independent of whether u or v is chosen for w.
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Schwarzschild lens: Errors for different refinement orders
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Figure 16: Schwarzschild lens error: L2 and H1 errors for different refinement orders with Dirichlet
boundary conditions. The orange and red lines overlap, as well as the green and blue line.

As can be seen, the error en
L2,w

decreases quadratically with increasing refinement order n, while the error
en

H1,w
decreases linearly with n. This behavior holds equally for u and v. This is just the statement of our

a priori error estimation in chapter 3 (cf. equation 3.1.49)!

4.1.2 Neumann Boundary Conditions

We now want to do the same with Neumann boundary conditions. As directional derivatives we obtain

∂u
∂n

=
∂u
∂x

n1 +
∂u
∂y

n2 =

1 +
x2 − y2(
x2 + y2)2

 n1 +
2xy(

x2 + y2)2 n2 ' n1, (4.1.5)
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and
∂v
∂n

=
∂v
∂x

n1 +
∂v
∂y

n2 =
2xy(

x2 + y2)2 n1 +

1 − x2 − y2(
x2 + y2)2

 n2 ' n2. (4.1.6)

The normal vector n = (n1, n2) is given by (0,−1), (0, 1), (−1, 0) or (1, 0) depending on the part of ∂Ω.
Since we do not know the normal derivatives for actual data, we have made appropriate approximations
for u and v right above to validate our implementation for actual data using an example whose solution
we know. When only Neumann boundary conditions are applied, w ∈ {u, v} is only determined up to a
constant c by the above equations. An additional constraint is thus required, e.g.:∫

Ω

wdz = 0. (4.1.7)

Unfortunately we could not physically motivate such an assumption. Therefore, for the real part we
assume Dirichlet boundary conditions on the left side of ∂Ω and on the rest of ∂Ω Neumann boundary
conditions. Conversly, for the imaginary part Dirichlet boundary conditions were assumed on the bottom
part of ∂Ω. In this way one obtains the following results:

Figure 17: Schwarzschild lens: Comparison between actual lens mapping f = u + iv and calculated lens
mapping f 7 = u7 + iv7 with algorithm 1 for a resolution of n = 7 and Neumann boundary conditions on
three boundary parts.

As expected, actual and calculated lens mapping agree at the edges for which Dirichlet boundary condi-
tions have been assumed. Perfect agreement is also obtained in the middle of Ω. The deviation increases
the closer one gets to the edges for which one has assumed Neumann boundary conditions and which
are adjacent to the left and right side of ∂Ω, respectively. In general, however, the deviations are small
compared to the actual values of f (order of magnitude O(10−2) versus O(101)). Thus, our above approx-
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imation seems to give a valid result that deviates only slightly from the actual lens mapping!

However, since we are now computing the solution to a slightly perturbed problem, our a priori esti-
mation, which was satisfied for the case of Dirichlet boundary conditions, no longer holds. That is the
reason why the errors en

L2,w
and en

H1,w
change only slightly for different refinement orders n (cf. figure

18). Refining the mesh width does not reduce the difference between f n and f . However, the larger n,
the better the results for quantities derived from f n are, such as γn or κn: The errors arising from the
discretization of the first derivatives of f n become smaller as n increases.
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3 × 10 2
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Schwarzschild lens: Errors for different refinement orders
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L2, v
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Figure 18: Schwarzschild lens error: L2 and H1 errors for different refinement orders with approximated
Neumann boundary conditions on three boundary parts.

4.2 Singular Isothermal Lens

For the singular isothermal lens we obtain for the lens mapping

f (z) = z −
z
|z|

= x + iy −
x + iy√
x2 + y2

= x

1 − 1√
x2 + y2

 + iy

1 − 1√
x2 + y2

 = u(x, y) + iv(x, y),

(4.2.1)

and for the Beltrami coefficient

−g(z) = µ(z) =
z2

2|z|3 − |z|2
=

(
x2 − y2

)
2
(
x2 + y2) 3

2 −
(
x2 + y2) + i

2xy

2
(
x2 + y2) 3

2 −
(
x2 + y2) = ρ(x, y) + iτ(x, y).

(4.2.2)
As for the Schwarzschild lens, the coordinate system was chosen such that the point (0, 0) coincides with
the position of the point mass in the lens plane. Also, we assume our field of view Ω to be the square
{z = x + iy | 2 ≤ x, y ≤ 3}, such that we are in the weak lensing regime and cross no critical curve. Under
the assumption of Dirichlet boundary conditions on all parts of ∂Ω we obtain similiar results as for the
Schwarzschild lens:
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Figure 19: Singular isothermal lens: Comparison between actual lens mapping f = u + iv and calculated
lens mapping f 7 = u7 + iv7 with algorithm 1 for a resolution of n = 7 and Dirichlet boundary conditions.
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Figure 20: Singular isothermal lens error: L2 and H1 errors for different refinement orders with Dirichlet
boundary conditions. The orange and red lines overlap, as well as the green and blue line.
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4.3 Actual Data

We now want to apply algorithm 1 to situations that are closer to actual applications. Constructing a
convergence map of a particular subfield from a shear catalog is an operation that occurs frequently in
weak lensing analysis: If the field of view is unmasked, the reconstruction operation is equivalent to the
calculation of the E mode of the shear field γ 3. Suppose that the shear information is contained in the two
files ’shear1.fits’ and ’shear2.fits’. Using the Python library LensTools 4 we compute the convergence
out of the shear information. This allows us to reconstruct the reduced shear field g, apply algorithm 1 to
it and compare the obtained results for γ and κ with the actual fields.

4.3.1 Comparison with Actual Data

For a fixed refinement order of n = 7 we compute the lens mapping f 7 out of the reduced shear field g
shown in figure 21. This is done assuming first Dirichlet and then Neumann boundary conditions. The
field of view Ω is the square {z = x + iy | 0◦ ≤ x, y ≤ 3.4641◦}.

Figure 21: Reduced shear g = g1 + ig2 = −µ as input for algorithm 1

Dirichlet Boundary Conditions: In the calculation of f 7 using HiFlow3 we first assume Dirichlet
boundary conditions from equation 3.1.66 on all four parts of ∂Ω. Therefore, we made the assumption
that the deflection field α vanishes on all boundary parts. After calculation, we export the lens mapping
f 7 as CSV file and read it into a 2d array in Python for further evaluation. The deflection field α7 can
then be calculated point by point from the lens mapping using the relation

α7(z) = z − f 7(z). (4.3.1)

The computed lens mapping f 7 is shown in figure 22 and the deflection field α7 derived from f 7 in figure
23 on the next page. As expected, the values for α1 and α2 are distributed around 0. The deflection is
small and in the arcsecond range.

3More on that topic can be found under https://lenstools.readthedocs.io.
4The source code can be found under https://github.com/apetri/LensTools.
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Figure 22: Computed lens mapping f 7 = u7 + iv7 with algorithm 1 for a resolution of n = 7 and Dirichlet
boundary conditions on all four boundary parts. Figures created with ParaView.

Figure 23: Computed deflection field α7 = α7
1 + iα7

2 with algorithm 1 for a resolution of n = 7 and
Dirichlet boundary conditions on all four boundary parts.

With α7 we can (re-)calculate the reduced shear field g7 and compare it to our actual one. This is done
using the central difference operators δn

2x and δn
2y introduced in chapter 3.1.3:

gn = gn
1 + ign

2 =
δn

2xα1 − δ
n
2yα2

2 − (δn
2xα1 + δn

2yα2)
+ i

δn
2yα1 + δn

2xα2

2 − (δn
2xα1 + δn

2yα2)
. (4.3.2)

As we compute our solution for a refinement order of n = 7, the corresponding mesh width h(n) is equal
to h(n) = 3.4641/27 ≈ 0.027. The resulting g7 together with a comparison to the actual reduced shear
field g is shown in figure 24 on the next page.
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Figure 24: Actual data: Comparison between actual reduced shear field g = g1 + ig2 and calculated
reduced shear field g7 = g7

1 + ig7
2 with algorithm 1 for a resolution of n = 7 and Dirichlet boundary

conditions on all four boundary parts.

With a few exceptions, the deviation between g7
2 and g2 is of the order O(10−4) to O(10−3) resulting

mainly from the lower resolution used in the computation of g7
2 compared to g2: The reduced shear

field g has 211 = 2048 cells per coordinate direction, while f 7 respecively g7 is computed on a grid
having only 27 = 128 cells per direction! This occasionally leads to high deviations, whenever g changes
significantly on small scales. The effect is especially important for the calculation of g1. The deviations
between g7

1 and g1 are considerable here and up to the order O(10−1). There is a second reason why g7
1

and g1 coincide so badly: Obviously the assumption that the deflection field vanishes at the boundaries is
not or not sufficiently justified. For instance, as we will see below, we get much better results for g1 under
the assumption of Neumann boundary conditions. Before we get to that, let us compare the calculated
quantities γ7 and κ7 with the actual fields γ and κ. For this we use the central difference operator again:

γ7 = γ1 + iγ2 =
1
2

(
δn

2xα1 − δ
n
2yα2

)
+

i
2

(
δn

2yα1 + δn
2xα2

)
, (4.3.3)

κ7 =
1
2

(
δn

2xα1 + δn
2yα2

)
. (4.3.4)

Figure 25 shows the calculated γ7 together with a comparison to the acutal shear field γ, and figure 26
accordingly for κ.
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Figure 25: Actual data: Comparison between actual shear field γ = γ1 + iγ2 and calculated reduced shear
field γ7 = γ7

1 + iγ7
2 with algorithm 1 for a resolution of n = 7 and Dirichlet boundary conditions on all

four boundary parts.

Figure 26: Actual data: Comparison between actual convergence field κ and calculated convergence
field κ7 with algorithm 1 for a resolution of n = 7 and Dirichlet boundary conditions on all four boundary
parts.

Like g7
1, γ7

1 deviates significantly from the actual shear field γ1 in many regions. Regions with high
shear values are significantly more extensive than is actually the case. In contrast, one obtains for γ2
analogously to g2 an agreement between γ7 and γ of the order O(10−3) to O(10−2) apart from a few
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exceptions. The same also holds for κ. However, the strong deviations at those points where γ2 and κ
have high positive values are striking. This is particularly well apparent from the blue spots in the right
image of figure 26. The reason for the high deviation at these points was already explained above in the
discussion of the computed reduced shear. It results from the significantly lower resolution used for the
computation of f 7 compared to the resolution of the actual shear and convergence fields.

Neumann Boundary Conditions: We want to investigate whether other boundary conditions are more
suitable to obtain better results for γ and κ. Therefore, we assume (approximated) Neumann boundary
conditions on all four parts of ∂Ω. As mentioned in chapter 4.1.2 the calculated lens mapping f 7 is then
undetermined up to a constant c. Since we are mainly interested in the derived quantities from f 7 as κ7

and γ7, we ignore this circumstance. In our calculation we assume ∂ f
∂n = 0 on the left and right part of the

boundary and ∂ f
∂n = 1 on the top and bottom part. The lens mapping f 7 computed in this way is shown in

figure 27 and the corresponding deflection field α7 in figure 28.

Figure 27: Computed lens mapping f 7 = u7 + iv7 with algorithm 1 for a resolution of n = 7 and (approx-
imated) Neumann boundary conditions on all four boundary parts. Figures created with ParaView.

Figure 28: Computed deflection field α7 = α7
1 + iα7

2 with algorithm 1 for a resolution of n = 7 and
(approximated) Neumann boundary conditions on all four boundary parts.
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As one can see, the values for α1 and α2 are distributed around 1.73. They are too large and all strictly
positive! Instead, one would assume that they are distributed around 0 as in the case of Dirichlet boundary
conditions. This is just the indefiniteness of the approximated solution f 7 up to a constant, which comes
from the Neumann boundary conditions. Analogous to the case of Dirichlet boundary conditions we
(re-)construct the reduced shear field g7 and compare it to g as shown in figure 29.

Figure 29: Actual data: Comparison between actual reduced shear field g = g1 + ig2 and calculated
reduced shear field g7 = g7

1 + ig7
2 with algorithm 1 for a resolution of n = 7 and (approximated) Neumann

boundary conditions on all four boundary parts.

In contrast to Dirichlet boundary conditions one obtains now not only for g2 but also for g1 an agreement
between g7

1 and g1 of the order O(10−4) to O(10−3). If larger deviations occur, they are isolated and can
be explained as before by the resolution of n = 7 used in the calculation.

Accordingly, a much better agreement between γ7
1 and γ1 is also obtained for γ1, as can be seen in figure

30 on the next page. The deviation between the calculated γ7
1 and actual γ1 here are broadly of the order

O(10−4) to O(10−3). The same applies for γ2. For κ, the deviation is of the order O(10−2) in regions
with high κ values, as already for the case of Neumann boundary conditions. Thus, the assumption
of (approximated) Neumann boundary conditions leads to significantly better results especially for γ1,
while no significant improvements are obtained for γ2 and κ.
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Figure 30: Actual data: Comparison between actual shear field γ = γ1 + iγ2 and calculated reduced shear
field γ7 = γ7

1 + iγ7
2 with algorithm 1 for a resolution of n = 7 and Neumann boundary conditions on all

four boundary parts.

Figure 31: Actual data: Comparison between actual convergence field κ and calculated convergence field
κ7 with algorithm 1 for a resolution of n = 7 and Neumann boundary conditions on all four boundary
parts.
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4.4 Comparison with the KS 93 Algorithm

Finally, we want to compare our proposed algorithm with algorithm 2 and 3. As input data we choose the
reduced shear field g shown in figure 32. First we compute the convergence κ out of g using algorithm
1. Then we assume γ ≈ g, and compute κ by means of algorithm 2. The result is shown in figure 33.
We also compute κ from g directly using the extension of the KS 93 algorithm to the non-linear regime
(algorithm 3). The result of this computation can be found in figure 34 and a comparison between the
computation with algorithm 2 and 3 in figure 35.

Figure 32: Reduced shear g = g1 + ig2 = −µ as input for algorithm 1

Figure 33: Comparison between the convergence fields computed with algorithm 1 assuming Neumann
boundary conditions on all four boundary parts and algorithm 2.
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Figure 34: Comparison between the convergence fields computed with algorithm 1 assuming Neumann
boundary conditions on all four boundary parts and algorithm 3.

Figure 35: Comparison between the convergence fields computed with algorithm 2 and 3.

As can be seen, the deviations between the convergence calculated with algorithm 1 and algorithm 2 are
broadly of the order O(10−3) to O(10−2). In comparison, the differences between the result obtained with
algorithm 1 and 3 are much larger and almost uniformly of the order O(10−2). Furthermore, in regions
with large κ-values, deviations of the order O(10−1) are partially obtained. The plots also show well
that the convergence fields calculated by the algorithms 2 and 3 provide much finer structures. At the
same resolution, the KS 93 algorithm or its non-linear variant can calculate the convergence much more
accurately and resolve finer structures than algorithm 1. The advantages of algorithm 1 mentioned in
chapter 3.1.5 only come into effect at a high resolution orders, which, however, require a lot of computing
time!
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5 Conclusion and Outlook

In this thesis we followed the idea to combine weak gravitational lensing with quasi-conformal geometry,
mainly to derive a new inversion algorithm for weak lensing measurements. Therefore, we considered
the lens mapping in the flat-sky approximation as quasi-conformal mapping with Beltrami coefficient
given by the negative of the reduced shear.

After reproducing some advantages of translating the weak lensing formalism into a complex one, we
obtained the first result of this thesis: Using analytical properties of quasi-conformal mappings we were
able to derive some analytical statements about weak lensing quantities, e.g. a lower bound for the con-
vergence and an upper bound for the absolute value of the complex shear. Both bounds depend only on
the two observable quantities magnification and maximum reduced shear.

Considering the lens mapping as a quasi-conformal mapping gave us the second result: A new inversion
algorithm in the flat-sky limit to reconstruct the deflection field and thus shear und convergence out of the
reduced shear field by solving the Beltrami equation. Therefore, we reduced the Beltrami equation into
two elliptic PDEs, one for the real and one for the imaginary part of the lens mapping. Each PDE was
then solved using a finite element approach. To ensure well-posedness, we had to assume appropriate
boundary conditions. We tested our implementation for the Schwarzschild and singular isothermal lens
for both Dirichlet and Neumann boundary conditions and applied it afterwards to actual data. Since for
actual data we do not know how the deflection field behaves on the boundary we assumed first approxi-
mated Dirichlet and afterwards Neumann boundary conditions. Depending on what assumptions can be
made about convergence, shear and the deflection field, some boundary conditions are more suitable than
others. As we have seen, for the actual data considered in chapter 4 approximated Neumann boudary
conditions provided a much better approximation for convergence and shear than Dirichlet boundary
conditions.

Finally, we investigated whether our algorithm for the planar case can be generalized to areas of the ce-
lestial sphere for which the flat-sky approximation provides no longer suitable results. Unfortunately, for
general areas the atlas construced by means of the flat-sky approximation is not conformal and admits no
well-defined Beltrami differential on it, which is construced out of the reduced shear. Only in the case
of a narrow strip we can model the area as Riemann surface with in first order well-defined Beltrami
differential on it. In this case, the lens mapping can be considered as a q.c. mapping on the strip. Us-
ing methods from computational quasi-conformal geometry, it is also possible to compute it numerically.
The concrete implementation of the proposed algorithm for narrow strips will be the topic of future work.

As this is the first work considering the intersection between weak gravitational lensing and quasi-
conformal geometry, there are many aspects which can be investigated in future work. Since many
of these possible topics have already been raised in the course of this paper, we will conclude here by
addressing those not mentioned yet: The first idea is to go the opposite way, which we followed in this
paper. Namely to apply concepts from weak lensing to (computational) quasi-conformal geometry. For
example, is it possible to construct an algorithm for q.c. mappings using the KS 93 algorithm and its
extensions, e.g. if the Beltrami coefficient is error-prone? Furthermore, one can try to use different algo-
rithms for solving the Beltrami equation in algorithm 1. One of the main demerits of our implementation
was the exponentially increasing computing time with increasing refinement level. Other algorithms
from computational quasi-conformal geometry may not suffer from such behavior. In addition, our pro-
posed algorithm depends strongly on the boundary conditions assumed. Thus, a systematic investigation
of the influence of the used boundary conditions on the result of the calculation would be helpful. For
instance, one could examine whether for certain domains fewer boundary conditions are sufficient to re-
cieve an unique solution of the lens mapping. Lastly, it is also an open question whether one can develop
an algorithm for general curved fields as a superposition of several narrow strips.
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